


Better EHR
Usability, workflow & cognitive support 
in electronic health records

� 


Jiajie Zhang and Muhammad Walji, Editors 

� 	 	  � 


ISBN: 978-0-692-26296-2 

First edition, first printing: November 2014 

© 2014 Jiajie Zhang, Muhammad Walji unless noted otherwise. 

No part of this document may be reproduced in any form or by any electronic or mechanical 
means including information storage and retrieval systems without permission in writing from 
UTHealth. The only exception is by a reviewer, who may quote short excerpts in a review. 

This project is supported by Grant No. 10510592 for Patient-Centered Cognitive Support 
under the Strategic Health IT Advanced Research Projects (SHARP) from the Office of the 
National Coordinator for Health Information Technology.  

SHARPC
NCCD

NCCD
National Center for Cognitive Informatics
& Decision Making in Healthcare

School of Biomedical
Informatics



~ Page !  ~2



Table of Contents
Acknowledgements	 5 ................................................................................................
Contributors	 7 ..........................................................................................................

Foreword 11................................................................................................
1: Cognitive Support for Health Information Technology	 19 ..................................

Foundations of Usability 27......................................................................
2: TURF Unified Framework of  EHR Usability	 29 ................................................
3: SYFSA Framework for Systematic Yet Flexible Systems Analysis	 57 ...................

EHR Usability Assessment 89..................................................................
4: Rapid Usability Assessment of  Commercial EHRs	 91 ........................................
5: EHR Vendor Usability Practices	 103 ...................................................................
6: Turf  Usability Tool Suite 	 111 ..............................................................................
7: Safety-enhanced & User-centered Design	 121 .....................................................
8: Use Cases	 129 .......................................................................................................
9: Education & Training	 137 ....................................................................................
10: Usability Experience Survey	 151 ........................................................................

EHR Design 157..........................................................................................
11: Advances in Workflow Modeling for Health IT	 159 ..........................................
12: Developing EHR Design Guidelines	 187 ...........................................................
13: Safety-enhanced Design Briefs	 197 ....................................................................
14: EHR Design eBook	 207 .....................................................................................
15: TwinList	 219 .......................................................................................................
16: Guidelines for Ensuring Timely Management of  Medical Orders	 239 .............

Clinical Design Support 249......................................................................
17: Clinical Summarization	 251 ...............................................................................
18: Developing Knowledge Bases for Automated Clinical Summarization	 271 ......
19: Clinical Knowledge Bases to Improve Problem List Completeness	 283 ............
20: Authoring & Editing of  Decision Support Knowledge	 295 ...............................
21: Cognitive Support for Clinical Comprehension	 319 ..........................................

Afterword 343.............................................................................................

Appendices 349..........................................................................................
SHARPC Publications	 351 ......................................................................................
SHARPC Products	 357 ............................................................................................
Abbreviations	 363 .....................................................................................................
Bibliography	 367......................................................................................................

~ Page !  ~3



~ Page !  ~4



Acknowledgements

Project Advisory Committee 

Sameer Baht	 	 	 	 eClinicalWorks 

Ralph Farr	 	 	 	 The University of  Texas 	
	 	 	 	 	 Medical Branch at Galveston 

James Ingram, MD	 	 	 Greenway Medical 	 	
	 	 	 	 	 Technologies 

John Joe, MD, MPH	 	 	 HealthTex International 

David McCallie, MD	 	 	 Cerner Corporation 

W. Paul Nichol, MD	 	 	 Veterans Affairs Office of  	
	 	 	 	 	 Informatics and Analytics 

Donald Norman, PhD	 	 	 Nielsen Norman Group 

Thomas Payne, MD	 	 	 University of  Washington 	
	 	 	 	 	 Medical Center 

Toby Samo, MD, FACP		 	 Allscripts 

Michael Shabot, MD	 	 	 Memorial Hermann Healthcare 
	 	 	 	 	 System 

Edward H. Shortliffe, MD, PhD		 Arizona State University 

Debora Simmons, PhD, RN	 	 CHI St. Luke's Health System 

Jack W. Smith, MD, PhD	 	 Texas A&M Health Science 	
	 	 	 	 	 Center 

Michael Speer, MD	 	 	 Baylor College of  Medicine 

James Spohrer, PhD	 	 	 IBM Almaden Services 		
	 	 	 	 	 Research 

Laura B. Townsend	 	 	 Louise H. Batz Patient Safety 	
	 	 	 	 	 Foundation 

Mellanie True Hills	 	 	 StopAfib.org and American 	
	 	 	 	 	 Foundation for Women's Health 

Charlotte Weaver, RN, MSPH, PhD 	 Gentiva Health Services 

~ Page !  ~5



Patricia B. Wise, RN, MS, MS, FHISS 	 Healthcare Information and 	
	 	 	 	 	 Management Systems 	 	
	 	 	 	 	 Society 

David Woods, PhD	 	 	 Center for Complexity in 	
	 	 	 	 	 Human, Natural and 	 	
	 	 	 	 	 Engineered Systems	 	
	 	 	 	 	 The Ohio State University  

Federal Steering Committee 

Joe Bormel, MD, MPH	 	 	 Office of  National Coordinator 

Jodi G. Daniel, JD, MPH	 	 Office of  National Coordinator 

Patricia Diggs	 	 	 	 Office of  National Coordinator 

Jorge Ferrer, MD, MBA	 	 	 US Department of  Veterans 	
	 	 	 	 	 Affairs 

Doug Fridsma, MD, PhD	 	 Office of  National Coordinator 

Charles P. Friedman, PhD	 	 Office of  National Coordinator 

Amy L. Helwig, MD, MS	 	 Office of  National Coordinator 

Kathy Kenyon, JD	 	 	 Office of  National Coordinator 

Svetlana Lowry, PhD	 	 	 National Institute of  Standards  	
	 	 	 	 	 & Technology 

Alicia Morton, DNP, RN-BC	 	 Office of  National Coordinator 

Matt Quinn	 	 	 	 National Institute of  Standards  	
	 	 	 	 	 & Technology 

Jacob Reider, MD	 	 	 Office of  National Coordinator 

Wil Yu	 	 	 	 	 Office of  National Coordinator 

~ Page !  ~6



Contributors

Ali Bahrami, PhD	 	 	 Medico Systems 

Jeffery L. Belden, MD	 	 	 University of  Missouri-	 	
	 	 	 	 	 Columbia 

Natalie Benda	 	 	 	 National Center for Human 	
	 	 	 	 	 Factors 	in Healthcare, MedStar 	
	 	 	 	 	 Health 

Elmer V. Bernstam, MD, MSE	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Melissa Braxton		 	 	 University of  Washington 

Keith Butler, PhD, MS	 	 	 University of  Washington 

Trevor Cohen, MBChB, PhD	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics  

J. Franck Diaz-Garelli	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Rollin (Terry) Fairbanks, MD, MS	 National Center for Human 	
	 	 	 	 	 Factors in Healthcare, MedStar 	
	 	 	 	 	 Health 

Amy Franklin, PhD	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Lyndsey Franklin, MS	 	 	 University of  Maryland 

Yang Gong, MD, PhD	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

~ Page !  ~7



Krisanne Graves, PhD, RN	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Robert A. Greenes, MD, PhD	 	 Arizona State University 

Mark Haselkorn, PhD 	 	 	 University of  Washington 

Peter J. Haug, MD, PhD		 	 Intermountain Healthcare 

Jorge R. Herskovic, MD, PhD	 	 The University of  Texas MD 	
	 	 	 	 	 Anderson Cancer Center 

A. Zachary Hettinger, MD, MS	 	 National Center for Human 	
	 	 	 	 	 Factors in Healthcare, MedStar 	
	 	 	 	 	 Health 

Lei Hua, PhD	 	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Todd R. Johnson, PhD	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Thomas Kannampallil, MS 	 	 University of  Illinois at Chicago 
	 	 	 	 	 Department of  Family Medicine  

Richelle Koopman, MD, MS	 	 University of  Missouri-	 	
	 	 	 	 	 Columbia 

Nathan Lowrance	 	 	 University of  Missouri-	 	
	 	 	 	 	 Columbia 

Lawrence Lyon, MD	 	 	 VA Puget Sound Healthcare 	
	 	 	 	 	 Systems 

Eliz Markowitz	 	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Allison B. McCoy, PhD	 	 	 Tulane University School of  	
	 	 	 	 	 Public Health and Tropical 	
	 	 	 	 	 Medicine 

~ Page !  ~8



Joi Moore, PhD		 	 	 University of  Missouri-	 	
	 	 	 	 	 Columbia 

Jennifer Patel	 	 	 	 Involution Studios 

Vimla L. Patel, PhD, DSc	 	 The New York Academy of  	
	 	 	 	 	 Medicine 

Catherine Plaisant, PhD		 	 University of  Maryland 

C. Adam Probst, PhD	 	 	 Baylor Scott & White Health 

Raj Ratwani, PhD	 	 	 National Center for Human 	
	 	 	 	 	 Factors 	in Healthcare, MedStar 	
	 	 	 	 	 Health 

Deevakar Rogith, MBBS	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Konrad Schroder	 	 	 University of  Washington 

Ben Shneiderman, PhD		 	 University of  Maryland 

Dean F. Sittig, PhD	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Hsingyi Song	 	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Juhan Sonin	 	 	 	 Involution Studios 

Davide Sottara, PhD	 	 	 Arizona State University 

Sureyya Tarkan, PhD	 	 	 University of  Maryland 

Harold Thimbleby, PhD		 	 Swansea University 

Muhammad F. Walji, PhD	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Dentistry 

~ Page !  ~9



Adam Wright, PhD	 	 	 Brigham and Women's Hospital  

Xinshuo Wu	 	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Yan Xiao, PhD	 	 	 	 Baylor Scott & White Health 

Jiajie Zhang, PhD	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics 

Min Zhu, MD, PhD	 	 	 The University of  Texas Health 	
	 	 	 	 	 Science Center at Houston 	
	 	 	 	 	 School of  Biomedical 	 	
	 	 	 	 	 Informatics  

~ Page !  ~10



Foreword
Jiajie Zhang, PhD 
The University of Texas Health Science Center at Houston School of Biomedical Informatics 

Electronic Health Records (EHR) offer great potential to increase 
healthcare efficiency, improve patient safety, and reduce health costs. The 
adoption of  EHRs among office-based physicians in the US has 
increased from 20% ten years ago to over 80% in 2014. Among acute 
care hospitals in US, the adoption rate today is approaching 100%.  

Although the rapid adoption of  EHR is generating benefits for care 
providers and patients, usability, workflow, and cognitive support 
problems have surfaced. When an EHR is inappropriately designed, 
implemented, or used, problems can overweigh benefits. 

Here's an imaginary example of  the kinds of  problems an EHR 
system with poor usability can cause. (Note: this example is a work of  
fiction. Any resemblance to real company names, persons, places, events 
or technologies is purely coincidental). 

Imagine a patient arriving at his physician's office.  

!  
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He checks in and is repeatedly asked his name, date of  birth, and 
other identifying information while the receptionist tries to identify the 
correct record.  

!  

The patient is handed a clipboard and asked to complete forms that 
he has already completed and submitted via fax. He still has to complete 
the forms because the receptionist cannot find them in his record.  

!  
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Moving to the exam room, he stops to have his height and weight 
checked in an area with other patients. His information is announced 
aloud as an assistant enters it into the EHR. During a phone call, the 
system logs her out due to inactivity. When she logs in again, she has 
forgotten the measurements and asks the patient to return for re-measure.  

!  

In the exam room, another assistant checks temperature, pulse, and 
blood pressure.  

!  
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She struggles inputting information into the EHR, repeatedly asking 
the patient for drug allergies and medications. The patient gets frustrated 
because these questions were included on the forms already completed—
now twice.  

!  

The physician enters the room, but has difficulty logging into the 
EHR. Then he struggles finding the patient's record. Because the EHR's 
workflow does not match the clinic's, he has difficulty finding the reason 
for today's visit. All the while, the physician primarily looks at the screen, 
not the patient.  
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!  

After the examination, the patient is given a general brochure and a 
folder of  blurry education materials photocopied once too many times.  

!  

As the physician talks to the patient, he is automatically logged out of  
the EHR system for inactivity.  
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!  

The physician logs back on to write a prescription for the patient, 
acknowledging multiple inconsequential drug-drug interactions and 
drug-allergy interactions. Unfortunately, he misses an important 
interaction. The prescription is electronically sent to the pharmacy… 

!  

… with unfortunate results. 
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!  

The usability, workflow, and cognitive support problems in this 
scenario are barriers to EHR meaningful use. Although many of  these 
problems have been addressed by the EHR community, many others 
remain and prevent optimal use of  EHRs by physicians. A worldwide 
2014 KLAS survey of  healthcare physicians shows usability is the 
number one criterion when choosing an EHR, with nearly 75% of  the 
responders reporting usability more important than any other criteria [1]. 

This book is a subset of  work from SHARPC, an Office of  the 
National Coordinator for Health Information Technology funded project 
focusing on patient-centered cognitive support issues of  EHRs. SHARPC 
is a sizable project ($15 million funding over a four-year period), yet it 
only touches some of  the usability, workflow, and cognitive support issues 
of  EHRs. We hope EHR designers, developers, implementers, users, 
patients, and policy makers will find this book informative and useful. 
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1: Cognitive Support for 
Health Information 
Technology

Jiajie Zhang, PhD 
The University of Texas Health Science Center at Houston School of Biomedical Informatics 

Muhammad F. Walji, PhD 
The University of Texas Health Science Center at Houston School of Dentistry 

ABSTRACT 
This chapter provides an overview of  the SHARPC project—how 

SHARPC was started, conceptualized and funded, what goals it tried to 
achieve, and how it approached patient-centered cognitive support 
challenges. Research and products resulting from SHARPC are described 
in following chapters. 

INTRODUCTION 
The Health Information Technology for Economic and Clinical 

Health (HITECH) Act of  2009 provided $19 billion to support a multi-
pronged approach to increase nationwide adoption and meaningful use 
of  electronic health records by 2014. As part of  the HITECH Act, four 
centers were funded by the Office of  the National Coordinator for 
Health Information Technology (ONC) as Strategic Health IT Advanced 
Research Projects (SHARP). The goal was to "address well-documented 
problems that impede the adoption of  health IT" [2]. Security and health 
information technology problems (SHARPS) were addressed by the 
University of  Illinois at Urbana-Champaign. The University of  Texas 
Health Science at Houston (UTHealth) focused on patient-centered 
cognitive support (SHARPC) issues. Better health care application and 
network design (SMART) was studied by Harvard University. Work on 
secondary use of  electronic health record (EHR) information (SHARPN) 
was undertaken by Mayo Clinic.  
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APPROACH 
SHARPC studied usability, workflow, and cognitive support issues of  

health information technology (HIT). Work was performed through 
UTHealth's National Center for Cognitive Informatics and Decision 
Making in Healthcare (NCCD). NCCD is a collaborative center with key 
investigators from eight institutions and consultants, and advisors from 
other institutions, organizations and corporations across the country. 
NCCD's vision is to become a national resource providing strategic 
leadership in research and applications for patient-centered cognitive 
support in healthcare. It's mission:  

1. Bring together a collaborative, interdisciplinary team of  researchers 
across the nation with the highest level of  expertise in patient-
centered cognitive support research from biomedical and health 
informatics, cognitive science, computer science, clinical sciences, 
industrial and systems engineering, and health services research. 

2. Conduct short-term research that addresses the urgent usability, 
workflow, and cognitive support issues of  HIT as well as long-term, 
breakthrough research that can fundamentally remove the key 
cognitive barriers to HIT adoption and meaningful use. 

3. Translate research findings to the real world through a cooperative 
program involving researchers, patients, providers, HIT vendors, 
and other stakeholders to maximize the benefits of  HIT for care 
quality, efficiency, and safety. 

SHARPC considered "patient-centered cognitive support" to be HIT 
specifically designed to support problem solving and decision making for 
the highest quality of  care as measured by the Institute of  Medicine's 
(IOM) six dimensions of  quality (safe, effective, timely, efficient, equitable, 
and patient-centered) [3]. SHARPC's characterization of  cognitive 
challenges for HIT adoption and meaningful use is shown in Figure 1.  
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Figure 1. Cognitive challenges for Health IT. There are gaps at three levels between good HIT 
systems and poor HIT systems. 

Cognitive challenges can be described as gaps between HIT systems 
that have good cognitive support and HIT systems with poor cognitive 
support. At the work domain level, HIT systems with good cognitive 
support have an explicit, unified, accurate, and comprehensive model 
that reflects the true ontology of  the work domain, providing a clear 
understanding of  the care problem that is independent of  how systems 
are implemented. HIT systems with poor cognitive support typically 
suffer from models of  the work domain that are implicit, multiple, 
unconnected, disparate, incomplete, and often inaccurate.  

At the representation and implementation level, HIT systems with 
good cognitive support have clear, comprehensive, easy to navigate 
information and knowledge models optimized for human users. HIT 
systems with poor cognitive support have representations based on 
hardware and software features, which can make them confusing, siloed, 
task-specific, difficult to use and learn, and hard to navigate if  these 
representations do not match human characteristics.  

At the level of  task performance, HIT systems with good cognitive 
support build in safe, timely, effective, efficient, equitable, patient-

HIT System 
with good 
cognitive 
support

HIT System 
with poor 
cognitive 
support

Work Domain

Explicit, unified, accurate, comprehensive 
work domain model.

Work Domain

Implicit, multiple, unconnected, incorrect, 
incomplete work domain model.

Representation & Implementation

Clear, comprehensive, easily navigated 
information & knowledge representation 
based on human understanding of 
healthcare.

Representation & Implementation

Confusing, siloed, task –specific information 
representations based on hardware and 
software limitations.

Task Performance

Safe, timely, effective, efficient, equitable, 
patient-centered task performance.

Task Performance

Disconnected, redundant, unclear, billing- 
and legal-centric task performance.

≠

≠

≠

Figure 1: Cognitive Support for Health Information Technology
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centered task performance [4]. HIT systems with poor cognitive support 
often have disconnected, redundant, tedious, and unclear user models 
based on billing and legal requirements, which can interfere with task 
performance.

Cognitive Support Issues

Observations Consequences Opportunities

Patient records are 
fragmented 
• Computer and paper 

records co-exist

• Computer records 

divided among task-
specific transaction 
processing systems


• Users have to know 
where to look

• Synthesis depends on 
intra-team conversation


• Problem recognition left to 
chance


• Team members waste 
time getting information in 
the form they want to use

• Techniques to synthesize 
and summarize 
information about patient 
in and across systems 
with drill-downs for detail


• Mechanisms to focus on a 
constellation of related 
factors

Clinical user interfaces 
mimic paper  
• Flow sheet is 

predominant display 

• Font size is challenging 

User interfaces do not 
reflect human factors and 
safety design  
• Improperly structured 

pull-down lists

• Inconsistent use of 

location, symbol, and 
color

• Important information and 
trends are easily 
overlooked


• Cognitive burden of 
absorbing information 
detracts from thinking 
about what the 
information means


• Systems intended to 
reduce error but create 
new errors

• Design reflecting human 
and safety factors


• Automatic capture and 
use of context


• Techniques to represent 
and capture data at 
multiple levels of 
abstraction 

Support for evidence-
based medicine and 
computer-based advice is 
rare

• Lost opportunity to 
provide patient-specific 
decision support

• Peer to peer techniques 
for developing guidelines 
and decision support 
content


• Mass customization 
techniques for practice 
guidelines 
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Table 1. Summary of NRC Committee's Observations & Opportunities for Patient-Centered 
Cognitive Support  

Table 2. Five projects to address patient-centered cognitive support issues 

High complexity and 
coordination requirements 
of care. 

• Within teams

• Across teams and 

services within settings

• Across settings

• Non-transparent 

workflow

• Clinical roles and 

responsibilities are not 
explicit

• Reactive care 

• Handoff errors 

• Redundant care 

• No clear thinking about 

overall workflows, process 
design, and efficiency and 
handoff errors


• Unpredictable escalation 
and response

• Dynamically computable 
models to represent plan 
for care, workflow, & 
escalation 


• Scripting languages for 
decision and workflow 
support content 


• Uniform provider ID 

• Explicit team roles and 

escalation paths 

• Capabilities for context-

aware efficient scheduling

Clinical users do not have 
a consistent 
understanding of the 
purpose of a system or 
the functionality of the 
user interface 

• Inefficient workflow 
Incomplete or inaccurate 
data entry 


• Misinterpretation of 
information 


• System work-arounds 

• Design system modules 
for use in production 
(operation) and simulation 
(training)

Data capture/data entry 
are commonly manual  

• More time spent entering 
than using data


• Loss of opportunity for 
decision support 

• Redesign roles, process, 
and technology to capture 
data at the source as data 
are created 

Cognitive Support Issues

Observations Consequences Opportunities

Projects

1 Work-Centered Design of Care Process Improvements in HIT

2A Cognitive Foundations for Decision Making: Implications for Decision 
Support 

2B Modeling of Setting-Specific Factors to Enhance Clinical Decision Support 
Adaptation 

3 Automated Model-based Clinical Summarization of Key Patient Data

4 Cognitive Information Design and Visualization: Enhancing Accessibility and 
Understanding of Patient Data 

~ Page !  ~23



Table 3. ONC's six cognitive challenges and their mapping to SHARPC's five projects 

These gaps result from multiple cognitive problems with HIT, as 
identified in the 2009 National Research Council [5] (Table 1). SHARPC 
was funded to address many of  these cognitive problems. Under 
SHARPC, five projects were developed, each focusing on a set of  short 
and long-term tools and methods to address major cognitive problems 
(Table 2). Each cognitive problem was covered by more than one project 
and each project covered more than one problem (Table 3). Collectively, 
SHARPC's collaborative, interwoven, and integrative projects delivered a 
suite of  tools and methods to improve HIT cognitive support.  

RESULTS 
The tools and methods developed from SHARPC are described in 

following chapters as high level summaries. Detailed list of  tools, 
methods, and other products can be found at SHARPC's website 
www.sharpc.org. 

ONC-Identified Six Cognitive Challenges 
for Patient-Centered Cognitive Support 1 2A 2B 3 4

Creating models that support dynamic 
abstraction of clinical information  X  X X  X  

Techniques for parsimonious information 
display that simplifies, while capturing 
essential features of a clinical decision 
problem 

X     X X

Understanding decision making under 
stress and time pressure, and its 
implications for cognitive support

X X    

Communication to clinicians, addressing 
message content and delivery, that 
blends with workflow

 X  X  X   X

Methods to support decisions that 
involve multiple stakeholders, taking into 
account their preferences and utilities

X        

Methods for minimizing and simplifying, 
when it is necessary, manual data input 
by clinicians

X       X
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DISCUSSION 
SHARPC elevated the awareness and importance of  EHR usability 

and patient-centered cognitive support. ONC added Safety-Enhanced 
Design to the 2014 edition of  "Health Information Technology: 
Standards, Implementation Specifications, and Certification Criteria for 
Electronic Health Record Technology" [6]. Test Procedure §170.314(g)(3) 
for Safety-Enhanced Design was developed to emphasize the importance 
EHR usability safety and includes eight use cases:  

1. Computerized provider order entry (CPOE) 

2. Drug and allergy interaction checks 

3. Medication list 

4. Medication allergy list 

5. Clinical decision support 

6. Electronic medication administration record (inpatient setting only) 

7. Electronic prescribing (medication order entry), and  

8. Clinical information reconciliation (patient problems, medications, 
and allergies) 

Including safety-enhanced design in EHR certification is a major step 
toward improving EHR usability. However, much more needs to be done 
to improve the usability, safety, workflow, and other cognitive issues of  
EHRs. HIT usability is a key research and development topic requiring 
systematic and sustained efforts by vendors, users, patients, researchers, 
professional organizations, and federal agencies to achieve meaningful 
outcomes. 
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Foundations of Usability
While slow to be adopted in healthcare, usability principals are 

common in other industries, including computer hardware and software 
design. Computer usability is often described in vague terms, such as 
"convenience," "ease-of-use," and "user friendliness." A more precise 
definition is needed for EHRs, such as "how useful, usable and satisfying 
a system is for its intended users to accomplish goals in a work domain by 
performing certain sequences of  tasks" [7]. 

Usefulness is a critical component of  an EHR system, and it's a 
quality that can be objectively analyzed and measured. SHARPC 
developed the TURF EHR Usability Framework (Chapter 2) specifically 
for this purpose. 

Another key issue of  EHR usability is balance. There's an inherent 
challenge designing useful EHR systems that are both systematic and 
flexible. SHARPC studied tradeoffs when users adapt to EHR systems 
versus a system adapting to user needs. Chapter 3: The Systematic Yet 
Flexible Systems Analysis (SYFSA) proposes how to determine an 
appropriate mix.  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2: TURF Unified Framework 
of EHR Usability

Jiajie Zhang, PhD 
The University of Texas Health Science Center at Houston School of Biomedical Informatics 

Muhammad F. Walji, PhD 
The University of Texas Health Science Center at Houston School of Dentistry 

ABSTRACT 
We present a unified framework for evaluating electronic health 

records system usability. TURF is a theory for describing, explaining and 
predicting usability differences; an objective method for defining, 
evaluating and measuring usability; a process for designing in good 
usability; and a potential principle for developing EHR usability 
guidelines and standards. TURF defines usability as how useful, usable, 
and satisfying a system is for intended users to accomplish goals in a work 
domain by performing sequences of  tasks. TURF provides a set of  
measures for useful, usable, and satisfying dimensions of  usability. TURF 
stands for Task, User, Representation, and Function, four components 
that determine usability of  an EHR system. These components are 
described with theoretical descriptions and examples of  how usability is 
measured in several case studies.  

 How TURF can be used to improve usability through redesign is 
also demonstrated. We conclude that usability can not only be defined 
scientifically under a coherent, unified framework, but also objectively 
and systematically measured. 

INTRODUCTION 
Electronic Health Records (EHR) systems have great potential to 

increase care quality, efficiency and safety through wide adoption and 
meaningful use [8-14], a major rationale behind the national HIT 
Initiative started by President Bush in 2004 and strengthened by 
President Obama in 2009. The $19 billion HITECH Act's goal under 
the American Recovery and Reinvestment Act is for every American's 
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medical records to be on computers by 2014. However, there are huge 
gaps between the status quo and the potential of  EHR, primarily due to 
cognitive, financial, security/privacy, technological, social/cultural, and 
workforce challenges [15-18]. The cognitive challenge is mainly 
concerned with usability issues, which have not receive significant 
attention in the EHR community until recently [5, 18-23]. Unlike many 
other industries (e.g., aviation, nuclear power, automobile, consumer 
software, and consumer electronics) where usability is the norm in 
product design, the practice of  usability in EHR has been sporadic, 
unsystematic, casual and shallow, partly due to lack of  sufficient attention 
to usability and lack of  EHR-specific usability frameworks and methods. 
Designing and implementing an EHR system is not so much an IT 
project as a human project about usability, workflow, patient safety and 
organizational change [15, 18, 21, 24-26]. To facilitate adoption and 
meaningful use of  EHR, an EHR-specific usability framework is needed 
to increase efficiency and productivity, increase ease of  use and ease of  
learning, increase user retention and satisfaction, decrease human errors, 
decrease development time and cost, and decrease support and training 
costs. We present here the initial form of  a unified framework of  EHR 
usability, TURF, for: 1) describing, explaining, and predicting usability 
differences; 2) defining, evaluating, and measuring usability objectively; 
and 3) designing in good usability. Once fully developed, TURF could 
also be used as a principle for developing EHR usability guidelines and 
standards. 

DEFINITION OF USABILITY 
Under TURF, usability refers to how useful, usable and satisfying a 

system is for its intended users to accomplish goals in a work domain by 
performing certain sequences of  tasks. Useful, usable, and satisfying are 
the three major dimensions of  usability under TURF (see Table 1). 
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Table 1. Dimensions and measures of usability under TURF. 

TURF's usability definition is based on the ISO definition (ISO 
9241-11), but differs in significant ways. ISO defines usability as "the 
extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency, and satisfaction in a specified 
context of  use." Under ISO's definition, effectiveness refers to the 
accuracy and completeness with which users achieve specified goals. 
Efficiency refers to the resources expended in relation to the accuracy 
and completeness with which users achieve goals, and satisfaction refers 
to comfort and acceptability of  use. TURF and ISO definitions of  
usability differ with "effective" in ISO and "useful" in TURF, and 
"efficient" in ISO and "usable" in TURF.  

Under TURF, "useful" refers to how well a system supports the work 
domain where users accomplish goals for their work independent of  how 
the system is implemented. A system is fully useful if  it includes domain, 
and only domain, functions essential for the work, independent of  
implementations. Full usefulness is an ideal situation; it is rarely achieved 
in real systems. Usefulness also changes with the change of  the work 
domain, with development of  new knowledge, and with availability of  
innovations in technology. Usefulness can be measured by the percentage 
of  domain functions in the EHR over all domain functions (those in the 
system and those not) and the ratio of  domain functions vs. non-domain 
functions in the system. More details about domain functions are 
described in Section 3.2. 

How usable a system is can be measured by learnability, efficiency, 
and error tolerance. Under TURF, a system is usable if  easy to learn, 
efficient to use, and error-tolerant. Learnability refers to ease of  learning 
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and re-learning. This can be measured by examining how much time and 
effort are required to become a skilled performer for the task, such as the 
number of  trials needed to reach a preset level of  performance, number 
of  items that need to be memorized, and the number of  task steps to be 
memorized. Learnability usually correlates positively with efficiency, but 
it could be independent of  efficiency and sometimes correlates negatively 
with efficiency (e.g., an interface optimized for ease of  learning may not 
be optimized for efficiency). Efficiency refers to the effort required to 
accomplish a task. This is usually measured in terms of  time on task, task 
steps, task success rate, mental effort, etc. Time on task refers to the time 
it takes to complete a task. Task steps refer to the number of  steps (both 
mental, such as recalling a drug name from memory, and physical steps, 
such as clicking a button on the screen) needed to complete a task. Task 
success rate is the percentage of  time a task can be successfully 
completed. Task success rate is referred to as the completion rate 
definition of  usability. Under TURF, however, effectiveness, including 
task success rate, is considered a measure of  efficiency because it is a 
measure of  user performance, just like time on task. Mental effort, under 
TURF, is the amount of  mental effort required for a task, such as the 
percentage of  mental steps over all steps (physical and mental). Error 
prevention and recovery refer to the ability of  a system to help users 
prevent and recover from errors. This can be measured by error 
frequency, recovery rate, and other measures. Under the ISO definition 
of  usability, error is a measure of  effectiveness. Under TURF error is a 
measure of  efficiency for the same reason that task success rate is 
considered an efficiency measure under TURF. 

Satisfaction under TURF is similar to satisfaction under ISO's 
definition of  usability. In TURF, satisfaction refers to the subjective 
impression of  how useful, usable and likable a system is to a user. This is 
typically measured through survey questions assessing an end user's 
perception or ratings of  a system. Subjective assessment of  user 
satisfaction is an important component of  usability. But this aspect is 
often equated with all that usability is about, giving many people the 
wrong impression that usability is subjective, unreliable and useless for 
product improvement. TURF, as a unified framework, offers both 
objective and subjective measures of  usability. The useful and usable 
aspects under TURF are objective, evidence-based, and systematic. Only 
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when both are considered is usability evidence-based. Satisfaction alone 
should never be used as the complete measure of  EHR usability. 

TURF considers usefulness a major dimension of  usability because 
TURF takes a work-centered approach [27-31]. Usefulness is also often 
referred to as utility or functionality. Its importance in successful 
applications is long acknowledged. For example, Landauer argued 
successful applications should be not only usable, their functionality 
should also be useful [32]. Goransson and colleagues [33] compiled a list 
of  applications that failed for lack of  useful functionality, even though 
they were usable. If  the functionality or utility of  an application is not 
useful, whether it is usable or not is irrelevant. On the other hand, if  
functionality is chosen effectively and usable, then even poor user 
interfaces might be acceptable. Successful applications should be both 
useful and usable, and they should be considered together because they 
are not independent, as demonstrated by Butler et al. [27] who developed 
a work-centered framework on how to allocate functionality across 
machines and users. If  a system does not have a desired function, users 
may have to find a workaround that could complicate usableness of  the 
system. Thus, choice of  functionality will not only determine how useful 
a system is, but also how usable [34]. For this reason, under TURF, 
usefulness (functionality or utility) is an integral component of  usability. 

TURF 
The essence of  usability is representation effect. Representation effect is 

the phenomenon that different representations of  a common abstract 
structure (e.g., a work domain ontology, see Section 3.2.1 for details) can 
generate dramatically different representational efficiencies, task 
difficulties and behavioral outcomes [35-39]. Form of  representation is so 
important that it often determines what information can be perceived, 
what processes are activated, what structures can be discovered, what 
errors are generated, and what strategies are learned and adopted [40]. 

Usability differences between two products for the same work 
domain, such as Arabic numerals vs. Roman numerals for calculation, or 
DOS vs. Windows operating systems for computer tasks, are prototypical 
examples of  the representation effect. For EHR systems, whether one 
EHR has better usability than another for a display, a module, or the 
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entire system is also a representation effect. In Figure 1, usability of  an 
EHR system is decomposed into two components: intrinsic complexity 
and extrinsic difficulty. Intrinsic complexity reflects the complexity of  the 
work domain and is an indication of  system usefulness. It also reflects the 
amount and complexity of  work, independent of  any procedures, 
activities, or implementations. Different work domains have different 
work domain ontologies which are associated with different levels of  
intrinsic complexities. Extrinsic difficulty reflects the difficulty when a 
specific representation or interface is used to perform a specific task and 
is an indication of  system usableness. Extrinsic difficulty is mainly 
determined by formats of  representations and workflows of  tasks. 
Intrinsic complexity and extrinsic difficulty together reflect the usability 
of  the system.  

The next few sub-sections describe intrinsic complexity and extrinsic 
difficulty in terms of  TURF's four components: Task, User, 
Representation, and Function, along with the results of  several case 
studies. 

It should be noted that EHR systems, like many other products, are 
used in real world settings that are interruption-laden, unpredictable, 
stressful, and involve many other factors such as organizational, social, 
physical, spatial, temporal, financial, and historical factors. All of  these 
can contribute to the representation effect in various ways and should be 
considered in the design and evaluation of  EHR usability. The focus of  
this paper, however, is only uninterrupted tasks performed by individual 
users. 
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Figure 1. The TURF framework of EHR usability. See text for details. 

TURF is an expansion of  the UFuRT framework developed earlier 
in our research [28, 41, 42] and based on work-centered research [27, 28, 
41, 43]. TURF is proposed as a framework for: 1) describing, explaining, 
and predicting usability differences in terms of  the representation effect; 
2) defining, evaluating, and measuring usability objectively; 3) designing 
built-in good usability; and 4) developing EHR usability guidelines and 
standards. We focus here on the first three aspects. We are in the process 
of  developing a software application that implements a subset of  TURF 
features to partially automate usability evaluation processes, measure 
usability along several metrics, and analyze usability and patient safety 
patterns. In the future, we plan to use TURF to develop EHR usability 
guidelines and standards. 

3.1. User analysis 
User analysis is the first step in applying TURF to the design and 

evaluation of  usability, providing user information to conduct function, 
representation, and task analyses. User analysis is the process of  
identifying types of  users and their characteristics. For EHR, types of  
users include physicians at various levels (e.g., attending, fellow, resident, 
medical student, etc.) and in various specialty areas (family practice, 
intensive care, dermatology, surgery, etc.), nurses with different 
specializations, medical technicians, medical staff, patients and family 
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members, and so on. User characteristics include experience and 
knowledge of  EHR, knowledge of  computers, education background, 
cognitive capacities and limitations, perceptual variations, age-related 
skills, cultural background, personality, etc. User analysis can help design 
systems that have the right knowledge and information structure that 
match its users. There are many established methods for user analysis 
(e.g., [44]), which we will not duplicate here. 

3.2. Function analysis 
3.2.1. Work domain ontology 

Function analysis is the process of  identifying a work domain's 
abstract structure: its ontology [27, 31]. Ontology is the basic structure of  
the work a system and its human users performs. It is an explicit, 
abstract, implementation-independent description of  the work, 
describing essential requirements independent of  technology systems, 
strategies, or work procedures. Work domain ontology describes the 
inherent complexity of  the work, separates work context (physical, social, 
organizational, etc.) from the inherent nature of  the work. It also 
supports identification of  overhead activities non-essential for the work 
but introduced due to the way the system is implemented. Work domain 
ontology is inherent to the work's context, application technology, and 
cognitive mechanisms. If  the system does not support the ontology of  the 
work, the system will fail, regardless of  a large collection of  functions, 
fancy and cutting-edge features, and purely technical merits. 

Work domain ontology has four components: goals, objects, 
operations, and constraints. Operations are performed on objects under 
constraints to achieve goals. Consider the following example: Dr. 
Townshend prescribes a 90-day supply of  Metformin 500 mg tablets by 
mouth twice daily to patient John Joe, who is pre-diabetic with a glucose 
level of  110. In this example, the goal is "treating high glucose level in a 
pre-diabetic patient." The operation is "writing a medication prescription." 
The objects for this operation include the patient's name, doctor's name, 
diagnosis, medication name, dosage, frequency, duration, route, etc. 
Constraints include dependency relations between operation and objects 
(e.g., the operation "write a medication prescription" and objects 
"Metformin" and "500 mg"), between objects (e.g., "glucose level" and 
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"Metformin"), and between operations (e.g., "write a prescription" and 
"modify problem list"). 

Work domain ontology is usually a hierarchical structure based on 
operations with each operation having a set of  sub-operations. For 
example, the operation, "maintain active medication list" has four sub-
operations: record medication, modify medication, retrieve active 
medications, and retrieve medication history. 

The word "function" in function analysis is based on the fact that 
operations in the work domain ontology specify the functionality (or 
utility) of  the system. Identification of  operations and their relations in 
the function hierarchy is the most important task for establishing a work 
domain ontology. For this discussion, a function is equivalent to an 
operation. 

3.2.2. Functions as measures of  usefulness 

For EHR usability design and evaluation, one important task is to 
evaluate the functionality of  the EHR system in the context of  user-
meaningful operations—those that can be carried out by users, or 
potentially built into the application through automation, or jointly by 
users and the application. We call a set of  functions that are implemented 
in an EHR system the Designer Model. Identifying functions in the 
Designer Model is relatively unambiguous as the functions in an EHR 
system are defined as all user-actionable operations, such as clicking the 
"add medication" button, typing a medication name, etc. The set of  
functions that are wanted by users is called the User Model. Identifying 
functions in the User Model involves interviews and surveys. User Model 
ambiguities can be minimized through systematical application of  
ontology engineering methods and qualitative methodologies. The set of  
functions actually used in real activities by users is called the Activity 
Model. Functions in the Activity Model are typically identified through 
ethnography and extensive qualitative data analyses. For an ideal design 
with perfect functionality, all three models should be identical. However, 
discrepancies of  functions across the three models are almost always 
present. This is the subject of  a function analysis and offer opportunities 
for design improvement. One recent doctoral graduate in our lab 
developed a methodology for reducing function discrepancies across the 
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three models as part of  her doctoral dissertation [45]. She described 
function discrepancy as seven areas in the Venn diagram of  Figure 2. 

� 

Figure 2. A conceptual model of function discrepancies [45]. 
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Figure 3. The left Venn diagram of an Electronic Dental Records system shows the number of 
functions in each area defined in Figure 2. The right Venn diagram shows the percentage of 
functions in each area on the left included in the work domain ontology (defined by the set of 
functions rated 3 or above for usefulness and criticality on a 1–5 Likert scale by users) [45]. 

The left side of  Figure 3 shows the number of  functions in each area 
of  the Designer, User, and Activity Models of  a small Electronic Dental 
Records (EDR) system. The Designer Model has 60 functions and was 
obtained through a complete system walkthrough. The User Model has 
80 functions and was developed by conducting interviews and surveys 
with end users. The Activity Model has 97 functions and was developed 
by doing a field study involving many sessions of  shadowing and 
observation (for details, see [45] of  the end users in the clinics. The 
Activity Model includes 23 clinical functions (e.g., injecting medication) 
that were not directly relevant for the EDR. Functions in the three 
models were matched and merged into 190 functions in an Integrated 
Model (167, excluding the 23 clinical functions) and given in a survey to 
end users who rated each function on a 1-to-5 Likert scale for usefulness 
and criticality. Eighty functions received an average rating of  3 or above 
for both usefulness and criticality (see the right side of  Figure 3), 
operationally defined as domain functions—functions in the work 
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domain ontology of  the EDR. Functions with ratings below 3 were called 
overhead functions. 

Figure 3 reveals some interesting points. First, 73% of  functions in 
the system wanted by users and used in activities are included in the 
ontology. This indicates a function likely part of  the ontology in all three 
models. Second, about half  (52%) of  the functions in the system, but not 
wanted by users and not used in activities, are included in the ontology. 
This means that some functions offered by the vendor are useful 
functions users are not aware of  and do not use, but represent 
innovations by the vendor. On the other hand, the other half  of  functions 
in the same category are not considered useful and excluded from the 
ontology. The excluded functions are overhead and, therefore, not 
essential to the work domain, potentially adding to the intrinsic 
complexity of  the system (see Figure 1). Third, 80% of  the functions 
wanted by users and used in activities are included in the ontology. In 
addition, 52% of  the functions wanted by users, but not in the system 
and not used in activities, are also included in the ontology. This means 
there are important domain functions wanted by users, but are not 
available in the system and should be added in future software updates. 
Fourth, only 17% of  functions used in activities, but not in the system 
and not wanted by users, are included in the ontology. This means that 
most functions in this category are considered by users as inappropriate 
for inclusion in the system, at least for the time being. Most of  the 
functions (about three quarters) in two or more models are included in 
the ontology, which means functions with cross-model agreement are 
likely to be the functions that are useful. 

From these analyses, we can define three metrics for usefulness, one 
of  the three dimensions of  usability (see Table 1). 

1. Within-model domain function saturation: This is the ratio of  the number 
of  functions in the Designer Model included in the ontology over the 
total number of  functions in the Designer Model. For the EDR 
system in Figure 3, the ratio is 38/60 = 63%. This means 63% of  the 
functions in the EDR are considered useful by users, and 37% are 
overhead functions not useful.  

2. Across-model domain function saturation: This is the ratio of  functions in 
the Designer Model included in the ontology over the total number 
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of  functions in all three models (Designer, User, and Activity Models) 
included in the ontology. For the system in Figure 3, the ratio is 
38/80 = 48%. This means the EDR system implemented about 48% 
of  all domain functions considered useful by users.  

3. Across-model function saturation: This is the ratio of  all functions in the 
Designer Model over the total number of  functions in all three 
models (Designer, User, and Activity Models). For the system in 
Figure 3, the ratio is 60/190 = 32%. This ratio means the EDR 
system implemented about 32% of  all functions proposed by its 
designers, wanted by users, and used in activities. This ratio does not 
exclude non-domain (overhead) functions in the three models 
considered not useful by users. This ratio is similar to the second one, 
although is not as direct a measure of  usefulness. The advantage of  
this third ratio is that it does not require the additional work of  
integrating the functions of  all three models and conducting a survey 
among users to determine which functions should be included in the 
ontology.  

There are a few points about these usefulness metrics that warrant 
further discussion. First, function saturations in the User and Activity 
models are empirical data collected from interviewing, surveying, and 
observing users. Second, whether a function is useful is determined by 
two ratings on 1 to 5 Likert scales by users: usefulness of  the function and 
criticality of  the function. The threshold for inclusion as a domain 
function in the work domain ontology in Chen's study [45] is the 
midpoint of  3 on the scale. This threshold can be adjusted to either 
exclude more functions, or include more functions into domain functions. 
In addition, the threshold could be based on either the usefulness or the 
criticality measure alone, or it could be based on additional measures 
depending on purpose of  the evaluation. 

3.2.3. Domain vs. overhead functions through expert review 

In the last section we discussed the relationship of  functions in the 
three models: functions available in an EHR system, functions wanted by 
users, and functions actually used in real activities. The method used to 
conduct the analysis described in the previous section is based on 
empirical data, usually requiring significant effort and resources. In the 
next section, we focus on the functions in the Designer Model only and 
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describe a relatively more efficient expert review method developed 
evaluating the Armed Forces Health Longitudinal Technology 
Application (AHLTA) EHR system [46]. 

The method started with identification of  the hierarchy of  the EHR 
system. System hierarchy was created by visually inspecting user interface 
items from top to bottom and left to right. Each interface item (label, 
field, drop-down menu etc.) was coded with a unique identifier, such as 
2.3.1 for the first item on Level 3 of  the third item on Level 2 of  the 
second item on Level 1. AHLTA has six levels and almost two thousand 
items. The first three levels of  the AHLTA system hierarchy are shown in 
Figure 4. 

Each interface item was classified as an Object or Operation (i.e., 
function). An object was defined as an interface item on which no user 
actions could be performed. An operation was defined as an interface 
item on which a user action could be performed. Each operation was 
further classified as either a Domain Function or Overhead Function. A 
domain function was an operation inherent in and necessary for the work 
domain rather than dependent on artifacts or interfaces. An overhead 
function was an operation introduced to deal with specific 
implementations of  user interface rather than the work domain. Figure 5 
shows that among 1,996 interface items identified in the AHLTA 
hierarchy, 61% were Operations and 39% as Objects (kappa > 0.6 for 
inter-rater reliability between the two evaluators). Of  1,218 items 
classified as Operations, 76% were identified as Domain functions and 
24% as Overhead functions (kappa > 0.6 for inter-rater reliability 
between the two evaluators). 

From this study we can obtain usefulness metrics in a more efficient 
manner: percentage of  domain functions in the Designer Model over all 
functions in the Designer Model through expert review. In Section 3.2.2, 
percentage was obtained through an empirical data collection process. 
From the AHLTA study, percentage was obtained through assessment by 
two expert evaluators. Although the process still requires significant 
effort, it is more efficient than a method using empirical data collection. 
From this expert review process, the usefulness metric for the AHLTA 
EHR as defined by the percentage of  domain functions in the Designer 
Model over all functions in the Designer Model was 76%. Detailed 
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results are shown in Figure 6, which shows that most functions in the 
"summary" subsection are overhead functions and not useful, whereas 
most functions in the "readiness" subsection are useful domain functions. 

� 

Figure 4. Visualization of the top three levels of the six-level hierarchy AHLTA user interface 
[46]. 

� 

Figure 5. Among 1,996 interface items in the AHLTA EHR system, 39% were objects and 61% 
operations. Out of the 1,218 operations, 76% were domain functions and 24% overhead 
functions [46]. 
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Figure 6. Percentage of domain vs. overhead functions in each of the subsections of the 
AHLTA patient record section [46]. 

3.3. Representation analysis 
Representation analysis is the process of  evaluating the 

appropriateness of  representations for a given task performed by a 
specific type of  user such that interaction between users and systems is in 
a direct interaction mode [47]. Representation analysis is based on the 
representation effect described in Section 3 [35, 36, 38, 39, 43]. Different 
representations of  a common abstract structure can generate 
dramatically different representational efficiencies, task difficulties, and 
behavioral outcomes. A major type of  representation analysis is a 
comparison of  a representation with isomorphic representations of  the 
same structure and determination of  whether it is efficient for the task 
and the user. This is described in Section 3.3.1. Another representation 
analysis is based on the affordance of  interface items, which is described 
in Section 3.3.2. Expert review of  usability violations against well 
established principles includes various types of  representation analyses, 
and described in Section 3.3.3. There are many other types of  
representation analyses, some of  which are being developed and 
evaluated in our EHR Usability Lab at the National Center for Cognitive 
Informatics and Decision Making in Healthcare (NCCD). 
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3.3.1. Isomorphic representations 

Identifying and generating isomorphic (functionally equivalent, but 
computationally different) representations is a major type of  
representation analysis. Work domain ontology is a common abstract 
structure that can be implemented many ways. For example, for the 
function "write medication prescription," it can be represented in a 
paper-and-pencil format, in a telephone call to the pharmacy, or a task 
on computer in an EHR. Each representation has different consequences 
for user performance. There is no best representation of  a function for all 
tasks for all users. However, an efficient representation, or a set of  
efficient representations of  a given function, can often be identified for a 
specific task for a specific user under specific constraints. In this section, 
we describe a previous study of  relational information displays [38] to 
demonstrate how to use isomorphic representation as a representation 
analysis. Relational information displays are a significant category of  
displays in EHR systems. 

Figure 7 shows the representation taxonomy of  relational 
information displays, displays that represent relations such as tabular and 
graphic displays [38]. The taxonomy is a hierarchical structure. At the 
level of  dimensionality, different relational information displays can have 
different numbers of  dimensions, e.g., 2-D, 3-D, 4-D, etc. At the level of  
scale types, dimensions of  a relational information display can have 
different scale types: ratio (R, such as length), interval (I, such as time), 
ordinal (O, such as ranking of  movies by number of  stars), and nominal 
(N, such as names of  people) scales. At the level of  dimensional 
representation, each scale type can be implemented by different physical 
dimensions. In Figure 7, for example, ratio scale is represented by length, 
distance, and angle; interval scale by position and orientation; ordinal 
scale by cell position; and nominal scale by shape, direction, texture, and 
position. With these physical dimensions, the scale combination R–R can 
be represented by length–length (Rectangle, Cross), length–angle 
(Coxcomb, Polar Plot), distance–distance (Line Graph, Cartesian Plot), 
and so on. The scale combination R–I can be represented by length– 
position (histogram), length–orientation (glyph, polygon), distance–
position, and so on. The scale combination R–N can be represented by 
length–position (segmented and vertical bar charts), length–direction, 
angle–direction (pie chart), and so on. The scale combinations O–O–N 
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can be represented by CellPosition–CellPosition–shape (table, matrix), 
position–position–texture (network), and so on. 

� 

Figure 7. A representation taxonomy of relational information displays [38]. 

This taxonomy of  relational information displays can be used for two 
types of  representation analysis for EHR. The first is to analyze the 
dimensions of  component displays (e.g., a flow sheet table in an EHR 
system) and evaluate whether each dimension in the display is 
appropriately represented according to the taxonomy. The second 
analysis is using the taxonomy to generate new designs. Once dimensions 
of  data are given (e.g., various vital signs), isomorphic displays for the 
data can be systematically generated by using the taxonomy to match the 
scale types of  the dimensions. Because displays in the taxonomy are 
optimized for user performance, displays with good usability can be 
generated for the design of  the EHR. 

Relational information displays are only part of  EHR user interfaces. 
Other EHR user interfaces are more granular or more abstract than 
relational information displays. Developing a comprehensive library of  
EHR user interface representations along with mappings to tasks and 
users is an ongoing effort in the NCCD EHR Usability Lab. 

3.3.2. Affordance of  interface items 

Affordance is a concept developed by Gibson [48, 49] in the study of  
visual perception. For user interfaces, affordance is a set of  allowable 
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actions specified by the display coupled with knowledge of  the user [50, 
51] and indicates the ability to perform user actions. For example, a well-
designed button on the display affords clicking. A hyperlink embedded in 
text without any visual cues (e.g., underlined blue text or a distinct color), 
even if  it supports clicking, does not afford the action because the user 
cannot perceive it through its visual cues. 

In our evaluation of  the AHLTA interface, we determined the degree 
of  affordance for each operation in a module. Two evaluators 
independently analyzed each operation and determined degree of  
affordance. Any discrepancies in ratings were resolved by consensus after 
further discussion. Operations were rated as follows: 

1. High affordance: Operation can be perceived by using external cues in 
the interface. 

2. Medium affordance: Operation can be perceived by external cues in the 
interface and internal knowledge of  the application. 

3. Low affordance: Operation can be perceived mainly by using internal 
knowledge of  the application. 

Table 2. Degrees of affordance in an AHLTA EHR module. 

The results (Table 2) suggest operations in the AHLTA interface have 
a high degree of  affordance and can be perceived using external cues. 
Only a few operations required internal memory, suggesting the interface 
items in AHLTA are well designed and that users can easily perceive 
what actions can be performed using the interface. 

We plan to extend our representation analysis to classify degree of  
correct or incorrect mappings between AHLTA displays and specific 
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tasks. Ideally, information perceivable from a display should exactly 
match information required for the task—no more and no less. In other 
words, tasks assigned to a display should be the tasks afforded by the 
external representations of  the display. Likewise, displays assigned to a 
task should be the displays whose external representations support the 
task [51]. 

3.3.3. Representation analysis through expert review of  usability 
principles 

Expert review of  violations against well-established usability 
principles, often called heuristic evaluation [52-55], is a large portion of  
representation analysis. Heuristic evaluation is an easy-to-use, easy-to-
learn, discount usability evaluation technique for identifying usability 
problems of  a product in a timely manner with reasonable cost. The 
technique requires a few evaluators to independently apply a set of  
usability principles to a product, identify violations of  principles, and 
assess severity of  each violation. In an early project, we integrated, 
revised, and expanded the ten heuristics by Nielsen [54] and the eight 
golden rules by Shneiderman [56] to form 14 principles customized for 
the health domain [57]. We since applied these fourteen principles to a 
variety of  healthcare domains [57-60].  

The 14 principles: 

1. [Consistency] Consistency and standards in design.  

2. [Visibility] Visibility of  system state. 

3. [Match] Match between system and world. 

4. [Minimalist] Minimalist design. 

5. [Memory] Minimize memory load. 

6. [Feedback] Informative feedback. 

7. [Flexibility] Flexibility and customizability. 

8. [Message] Good error messages. 

9. [Error] Prevent use errors. 

10. [Closure] Clear closure. 

11. [Undo] Reversible actions. 
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12. [Language] Use users' language. 

13. [Control] Users are in control. 

14. [Document] Help and documentation. 

The first six (Consistency, Visibility, Match, Minimalist, Memory, and 
Feedback) concern representation properties of  user interfaces and are 
considered a type of  representation analysis. Figure 8 shows the 
evaluation of  the AHLTA EHR with the 14 principles. Evaluation was 
performed by three independent evaluators and results integrated into a 
master list of  all violations. Then, each evaluator independently rated 
each violation for severity on a scale of  1 to 4 (1 = cosmetic; 2 = minor; 3 
= major; 4 = catastrophic). Ratings were averaged as shown in Figure 9. 
Figure 10 shows detailed results of  where violations occurred in the 
Health History module of  the AHTLA. Violations were documented in 
detail and recommendations for generated. 

Representation analysis through expert review of  usability principles 
is an efficient method capable of  a large range of  usability violations. It 
usually generates informative results for users and designers. However, as 
it currently stands, it is not a well-organized, systematic method that can 
generate consistent and reliable results for comparison of  different 
representations. An ongoing effort at the NCCD EHR Usability Lab is 
developing and validating a reliable, systematic, and operationalized 
process for a subset of  usability principles relevant to representations. 

3.4. Task analysis 
Task analysis is loosely defined in the literature [61, 62]. For EHR 

usability, we define task analysis as the process of  identifying steps needed 
to carry out an operation using a specific representation, relationships 
among these steps, and the nature of  each step. Our definition of  task 
analysis is based on the GOMS approach [63, 64]. An important point 
about cognitive task analysis is that steps include not only physical steps 
but also mental steps. By considering mental steps, we identify cognitive 
factors that make a task easy or difficult [43, 65]. Steps needed to carry 
out the same operation are different with different representations (e.g., 
using a bar chart vs. using a spreadsheet to find the highest glucose level 
of  a patient over three years). An important objective of  task analysis is 
finding which representation is best suited for each task, why it is better, 
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and how to generate a better representation. By performing task analyses 
for the same operation implemented in different user interfaces, we can 
compare user performance associated with different user interfaces in 
terms of  time on task, number of  steps and mental effort, all of  which 
are metrics of  efficiency for usability (see Table 1). 

We conducted a series of  task analyses for many EHR systems. In the 
following, we describe a task analysis study for the AHLTA EHR system 
[66]. We used the Keystroke Level Modeling (KLM) to estimate time on 
task, task steps, and mental effort for fourteen prototypical use cases. 
KLM is a well-established and validated method that estimates 
performance level by experts [63, 67]. Over one hundred research 
publications have shown performance levels generated by KLM are 
within 20% of  expert performance through empirical studies [63, 68]. 
The 14 use cases, provided to us by expert AHLTA clinician users, were: 

1. Enter HPI (History of  Present illness) 

2. Enter PMI (Present Medical Illness) 

3. Document social history 

4. Document family history 

5. Enter vital signs 

6. Enter order consult 

7. Document coding of  procedures 

8. Entering the lab order 

9. Document Instructions—Other Therapies 

10. Order radiology study 

11. Document comments in A/P diagnosis 

12. Review coding of  medical encounter 

13. Document follow-up plan 

14. Associate orders/medication/labs 
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Figure 8. Usability principle Violations for the AHLTA EHR. The first six principles (consistency, 
visibility, match, minimalist, memory, and feedback) concern representation properties of user 
interfaces and are considered a type of representation analysis. 

!  

Figure 9. Violation severity ratings for the AHLTA EHR. 
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Figure 10. Violations of usability principles in the Health History module of the AHLTA EHR 
showing most of violations are in the current encounter section. 

Figure 11 shows the KLM analysis of  the 14 use cases. Each case was 
rated by two evaluators. Inter-rater reliabilities were good for all 14 use 
cases (kappa > 0.6 for all use cases). The number of  steps varied from as 
few as 43 for Use Case 9 (Document Instructions – Other Therapies) to 
as many as 466 for Use Case 5 (Enter Vital Signs). Time on task shows 
similar patterns: 34 steps for Use Case 12 (Review Coding of  Medical 
Encounter) and 389 steps for Use Case 5 (Enter Vital Signs). On average, 
37% of  task steps were mental and 50% of  the time was spent on mental 
steps. 

� 

Figure 11. The left panel shows the number of task steps needed for each of the 14 use 
cases. The right panel shows time on task (from [66]). 

In the AHLTA study, three metrics for efficiency measure of  usability, 
time on task, task steps, and mental effort were estimated using KLM 
modeling (Table 1). These are expert performance levels following 
optimal paths of  tasks, providing a set of  benchmarks for EHR usability. 
Performance levels by actual users in real clinical environments will be 
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different from estimated expert performance levels with metrics collected 
through more effortful user testing. 

Although KLM is an excellent method for estimating expert 
performance levels, it is not a straightforward or efficient process for 
controlling inter-rater reliabilities. To address this issue, we adopted the 
CogTool [68] method for usability evaluation of  EHR systems. CogTool is 
based on KLM but incorporates the Act-R model of  human cognition 
[69, 70]. CogTool increased the accuracy of  KLM and has been reported 
to be within about 10% of  empirical data [71]. In addition to better 
accuracy, CogTool does not require two evaluators to achieve significant 
inter-rater reliability because estimates of  performance levels are carried 
by the model itself. Thus, CogTool provides more accurate, more reliable, 
and more objective estimates of  expert performance levels on skilled 
tasks. 

3.5. TURF in redesign of  EHR user interface 
TURF is not only a framework for evaluating the usability of  existing 

EHRs, it is also a method for redesigning EHRs for better usability. In a 
small demonstration project [72], we applied TURF to evaluate the 
usability of  a module of  the OpenVista EHR for NIST Test Procedure 
§170.302(e): Maintain Active Medication Allergy List with three subtasks 
(Add, Modify, and Review Allergy). We performed user, function, 
representation, and task analyses; identified usability problems; developed 
new design mockups; and then compared the original product and a new 
design using KLM and function analysis. Figure 12 shows the results of  
the KLM task analysis: dramatic improvements to both time on task and 
task steps: 187 total steps in the original product to 79 total steps for a 
new design; 199 seconds for the original product to 82 seconds for the 
new design. The biggest improvement was for the Modify Allergy 
subtask, with improvement from 91 to 14 steps and 97 to 10 seconds. 
Function analysis showed similar patterns. Overhead functions reduced 
from 99 in the original design to 19 in the new design. Domain functions 
increased from 28 in the original to 53 in the new design. 
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Figure 12. Improvements for time on task and task steps after the redesign of an OpenVista 
module: 187 total steps from the original product to 79 total steps for the new prototype 
design, and 199 seconds in the original product to 82 seconds in a new prototype design 
(from [72]). 

3.6. Environmental factors and workflow for usability 
So far we have presented TURF and case studies for idealized, 

uninterrupted EHR tasks by individual users. EHR systems, like many 
products, are used in real world settings typically interruption-laden, 
unpredictable, stressful, and involving many other factors, such as 
organizational, social, physical, spatial, temporal, financial, and historical 
influences. All of  these can contribute to the representation effect in 
various ways and should always be considered in the design and 
evaluation of  EHR usability. 

For example, interruption and multitasking are routine in real clinical 
settings [73-75] and can cause medical errors [76]. A measure of  an 
EHR's ability to handle interruptions and multitasking should be 
included as part of  usability. Workflow across multiple people and 
artifacts is a major usability factor that we have not discussed under 
TURF; we only discussed task sequences within a task performed by an 
individual user. NCCD has developed a framework and software 
modeling tool for capturing, analyzing, and predicting workflow across 
team members in healthcare settings [77] (Chapter 11). The match 
between information flow and workflow is a key principle of  usability for 
user tasks [78]. If  the structure of  an EHR does not match the workflow 
of  clinical work, then its users have to perform additional overhead tasks 
to work around, or follow a sub-optimal workflow [79]. In the future, we 
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plan to expand the TURF framework to cover interruptions, workflow, 
team dynamics, and other socio-technical factors of  usability. 

DISCUSSION AND CONCLUSION 
TURF is a unified framework of  EHR usability for: 1) describing, 

explaining, and predicting usability differences; 2) defining, evaluating, 
and measuring usability objectively; 3) designing built-in good usability; 
and 4), developing EHR usability guidelines and standards. We 
approached usability as a human performance issue in terms of  the 
representation effect. Then we defined usability around the 
representation effect along three dimensions (useful, usable, and 
satisfying) and listed a set of  representative measures for each dimension. 
Most of  these are evidence-based, repeatable, and objective measures 
established over fifty years of  research in cognitive psychology and 
human factors study. Unlike many approaches to usability, we consider 
usefulness an important component in addition to usableness and 
satisfaction dimensions. Usefulness is often more important than 
usableness for a product's success or failure. 

Usability can not only be defined under a coherent, unified 
theoretical framework, it can be measured objectively and systematically. 
We presented a set of  studies to demonstrate how EHR usability could be 
evaluated and measured in a scientific and systematic way. We also 
demonstrated how TURF can be used as a method to redesign products 
to improve usability. TURF's theory-based approach, systematical 
method, and operationalized process are essential tools for developing 
EHR usability guidelines. 
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ABSTRACT 
Although technological or organizational systems that enforce 

systematic procedures and best practices can lead to improvements in 
quality, these systems must also be designed to allow users to adapt to the 
inherent uncertainty, complexity, and variations in healthcare. We present 
a framework called Systematic Yet Flexible Systems Analysis (SYFSA) 
that supports the design and analysis of  Systematic Yet Flexible systems, 
whether organizational or technical, by formally considering tradeoffs 
between systematicity and flexibility. SYFSA is based on analyzing a task 
using three related problem spaces: the idealized space, the natural space, 
and the system space. The idealized space represents best practice—how 
a task is to be accomplished under ideal conditions. The natural space 
captures task actions and constraints on how the task is currently done. 
The system space specifies how a task is done in a redesigned system, 
including how it may deviate from the idealized space and how the 
system supports or enforces task constraints. The goal of  the framework 
is to support the design of  systems that allow graceful degradation from 
the idealized space to the natural space. We demonstrate the application 
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of  SYFSA for the analysis of  a simplified central line insertion task. We 
also describe several information theoretic measures of  flexibility that can 
be used to compare alternative designs, measure how efficiently a system 
supports a given task, relative cognitive workload, and learnability. 

INTRODUCTION 
Efforts to improve healthcare quality have led to an increased push to 

develop and adopt systems that enforce or encourage consistent processes 
based on best practices and evidence-based medicine. These efforts 
follow similar successful practices in other safety-critical industries, such 
as aviation and nuclear power. Within healthcare, these efforts include 
clinical guidelines, structured documentation, standardized 
terminologies, decision support systems, checklists, and policies. 

Although systems that enforce or encourage consistency can improve 
safety and efficiency, healthcare is filled with complexity, variations, and 
exceptions not easily captured by idealized processes. Systems too rigid to 
support deviations can lead to decreases in quality, caregiver resistance 
and creative workarounds that lessen the positive effects of  best practices 
[80]. 

Hollnagel's efficiency-thoroughness tradeoff  (ETTO) principle is an 
informal way to express the tradeoff  between systematicity and flexibility 
[81]. Recognition of  similar tradeoffs in other industries led to the design 
of  Systematic Yet Flexible (SYF) systems [82] in which the system supports 
and sometimes enforces a systematic approach, while allowing flexibility. 
Thimbleby [83] argued that user interfaces are easier to use when they 
are "permissive" (i.e., giving users flexibility and, hence, lowering learning 
costs), but this is an informal treatment. Norman [84] emphasizes the 
role of  design constraints and forcing functions in user interfaces, but not 
how to design the appropriate blend. 

Although there are general design goals for SYF systems [82], there 
are no analytic frameworks that allow one to analyze tradeoffs and 
determine the appropriate blend of  systematicity and flexibility. Without 
analytic frameworks, organizations (or system developers) will inevitably 
make arbitrary, sometimes sub-optimal, design choices. The usual 
response is to require iterative design, a period of  repeated 
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implementation and evaluation to guide improved re-implementation of  
the procedures; essentially a "trial and error" design process. 

We present here an analytic framework for designing SYF systems 
(organizational or technical) by formally considering tradeoffs between 
systematicity and flexibility. We propose that the ideal SYF system 
supports graceful degradation from idealized practices to those better 
fitting the situation at hand. The framework, which we call Systematic 
Yet Flexible Systems Analysis (SYFSA), is based on analyzing a task using 
three related problem spaces: the idealized space, the natural space, and the 
system space.  

The idealized space represents the best and most efficient practice—
how the task should best be accomplished assuming that only actions 
ultimately leading to a goal state are taken and that all logical task 
constraints are met (i.e., the least number of  actions will be taken to 
achieve the goal). For example, the idealized space for choosing a 
medication includes a number of  constraints, such as the medication is 
therapeutically appropriate, has the correct dose and route, is safe, is 
available for purchase in the form and dose prescribed and within the 
required timeframe, and is as economically efficient as possible.  

The natural space captures the task actions and constraints on those 
actions imposed by the physical world. For example, if  the natural space 
is a paper-based, handwritten prescription we see that it enforces almost 
none of  the idealized constraint. It is too flexible. However, this flexibility 
allows a physician to use non-standard formulations and dosing regimens 
to better personalize care and easily prescribe new medications that may 
not yet be in more systematic information technology (IT) based 
ePrescribing systems.  

The system space specifies how the task is done in a redesigned or 
newly designed system, including how it may deviate from the idealized 
space and how the system supports or enforces constraints in the 
idealized space. A system space for ePrescribing explicitly considers the 
constraints of  the idealized prescribing space, supports known 
constraints, while recognizing the need to cope with the inevitable 
exceptions and variations that are common in healthcare. 
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SYFSA is a design and analysis framework, not a set of  prescriptive 
guidelines or principles for producing SYF systems. Prescriptive 
guidelines give explicit design advice, but usually at a high level of  
abstraction that leaves considerable details underspecified. For instance, 
one of  Perer and Shneiderman's guidelines for SYF systems that we 
discuss below is to allow the user to "See an overview of  the sequential 
process of  actions," [82] but the guideline does not help designers decide 
which of  many possible sequences to highlight. In contrast, SYFSA's 
primary value as a design and analysis framework is to allow stakeholders 
to explore tradeoffs in systematicity and flexibility by making constraints 
(and lack of  constraints) on actions and sequences of  actions an explicit 
part of  the design and evaluation process. SYFSA forces designers and 
others involved in the design or evaluation process to think about the 
constraints in each of  the spaces and whether a specific system design 
supports those constraints. It is then up to the designer to use the results 
of  the analysis to inform system design. Returning to Perer and 
Shneiderman's example, SYFSA can help designers decide which 
sequence of  actions to highlight. 

We also propose three quantitative, information-theoretic measures 
of  task flexibility that allow designers to compare the flexibility of  
alternative system designs and how closely these designs match the 
idealized flexibility required to complete a task. These measures are 
motivated by an intuitive notion of  flexibility, whereby a task that can be 
done by carrying out actions in any order has maximum flexibility and a 
task that can only be done with a specific sequence of  actions has the 
least flexibility. 

BACKGROUND 
Flexibility characteristics 

The concept of  system or process flexibility has been explored for at 
least 30 years in a number of  fields, including chemical process 
engineering [85], manufacturing design [86, 87] and more recently 
business process design and workflow automation systems [88-91]. A 
general consensus is that flexibility is a multidimensional concept, where 
relevant dimensions depend on the kind of  process or system being 
analyzed and the analyst's goals. For example, Sethi and Sethi [86] 
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identified 11 different, but complementary, definitions of  manufacturing 
flexibility, including production flexibility (the range of  products a system 
can produce without need for major changes) and operation flexibility 
(the ability for a system to produce a product in different ways). 

Despite the lack of  a single, precise definition of  flexibility, or even a 
fixed set of  dimensions, there is general consensus that flexibility is the 
ability of  a system to tolerate and adjust to variations in operating 
conditions. One common distinction is between short-term and long-
term flexibility, where short-term flexibility is the ability to tolerate 
variations without changing the goal, whereas long-term flexibility is the 
ease with which a system can be changed to meet new goals. An example 
of  short-term flexibility is the ability of  an automotive manufacturing 
process to adjust to a part substitution. In contrast, long-term flexibility 
refers to the ease of  changing the assembly line to manufacture a 
different vehicle. 

There are often tradeoffs between different dimensions. For example, 
a multipurpose woodworking machine that acts as a router, planer, 
jointer, and table saw has a lot of  functional flexibility, but because it 
takes time to convert from one function to another and can only perform 
one function at a time, a shop with a multipurpose machine loses 
scheduling flexibility over a shop with a dedicated machine for each 
function. In addition, dedicated machines often perform better (e.g., with 
more precision or speed) than multipurpose ones. 

Some researchers argue the general definition of  flexibility, with its 
emphasis on adapting to and tolerating variation, implies there are 
invariants meant to be maintained by flexible systems [92]. This implies a 
flexible system must be resistant to change in the same way that airplane 
wings must flex, but still return to their original positions. Some of  the 
more formal definitions and approaches to measuring flexibility 
operationalize this concept by defining a range of  operation a system 
must maintain in the face of  variation. Flexibility is then the amount of  
variation that can be tolerated while maintaining operation in the desired 
range [85]. For example, a chemical process that works only when 
ambient temperature varies by no more than 5° is less flexible than one 
that works within a wider temperature range. 
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The multidimensional nature of  flexibility means there are also 
different measures of  flexibility. In a review of  flexibility concepts and 
measures Gupta and Goyal [93] identified six different classes of  
measures and then further subdivided these into qualitative and 
quantitative measures. In chemical process design, researchers have 
developed a flexibility index—a single number that defines the maximum 
variation in a set of  normalized variables that the system can tolerate 
while still producing the desired output. 

Flexibility in healthcare 
Healthcare system flexibility, including organizational and health 

information technology, is perhaps most similar to business process 
flexibility. Researchers exploring business process flexibility have 
discussed measures such as the number of  possible initial states of  a 
system, the number of  reachable goal states, and the number of  paths 
from some initial state to the goal states. Bider has applied mathematical 
systems theory to business processes [91]. However, research on business 
process flexibility is less mature than other domains, so the conceptual 
and analytical frameworks are not as well developed. 

Like many industries, healthcare experienced a push to adopt and 
enforce consistent procedures based on best practices and evidence. 
While such systems can improve efficiency and safety, healthcare is 
complex and is not always amenable to idealized processes. Some health 
information systems are too rigid, leading to negative consequences, such 
as decreased quality, user resistance, and workarounds [17, 80, 94-97]. 
One study concluded many unintended consequences of  clinical decision 
support systems (CDS) are attributable to insufficient flexibility [95]. An 
overly rigid system can cause medication errors by not allowing clinicians 
to enter atypical prescriptions [17]. 

On the other hand, there are also instances when errors can occur 
due to excessive flexibility. Consider the nurse who intended to program a 
pump to infuse 5 mcg/min, but accidentally selected a rate of  5 mcg/kg/
min (equivalent to 350 mcg/min for a 70 kg patient). While an alert 
appeared, the flexible system allowed the nurse to simply bypass the 
warning [98]. 
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Systematic Yet Flexible design 
Perer and Shneiderman working in the context of  exploratory data 

analysis systems proposed seven SYF design goals for systems that 
support exploratory data analysis [82]. The design goals enable users to: 
1) see an overview of  the sequential process of  actions, 2) step through 
actions, 3) select actions in any order, 4) see completed and remaining 
actions, 5) annotate their actions, 6) share progress with other users, and 
7) reapply past paths of  exploration on new data. These design goals 
provide useful advice for tasks generally requiring a single sequence of  
actions, but they do not provide guidance on assessing task flexibility or 
tradeoffs among user interfaces that support different amounts of  
flexibility for the same task. 

Cognitive Work Analysis 
Cognitive Work Analysis (CWA) is a design and analysis framework 

created to develop systems that allow workers to flexibly adapt to 
unanticipated situations [99, 100]. It does this by using a number of  
methods to uncover the intrinsic constraints of  a work domain at multiple 
hierarchical levels. Once constraints are visible, a designer can look for 
places where flexibility may be unnecessarily restricted. This gives 
workers flexibility to adapt to unanticipated situations. In addition, CWA 
emphasizes the development of  information displays and controls that 
maximize a worker's situation awareness, readily understand an 
unexpected situation and respond appropriately. 

Although CWA is designed to support flexible systems, it does not 
explicitly provide tools for analyzing tradeoffs in systematicity and 
flexibility. CWA emphasizes increasing flexibility to allow workers to 
adapt. We found only one paper that explicitly addressed flexibility in the 
context of  CWA, but it focused on increasing flexibility [101]. It did, 
however, contain a brief  comment that sometimes limiting flexibility can 
be beneficial because fewer choices can speed decision making. This was 
followed by a recommendation to develop interfaces presenting the most 
common strategy, while still allowing alternative strategies. This is the 
essence of  an SYF system. Unlike CWA, SYFSA provides an explicit 
mechanism for understanding tradeoffs in flexibility and systematicity. 
However, CWA is highly complementary to SYFSA because it provides a 
number of  methods and tools for uncovering, relating, and visualizing 
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intrinsic constraints in a work domain. A designer can use these 
constraints to develop the idealized and natural spaces. 

Previous work on flexibility provides considerable insight on the 
nature of  flexible systems, how to measure flexibility, and how to design 
user interfaces to support some kinds of  flexible systems. Unfortunately, 
there are no clear operational definitions or measures for the kinds of  
flexibility that interests us in the context of  healthcare. There is also no 
specific design process to help produce SYF systems and understand 
tradeoffs among alternative designs. 

Types of  flexibility 
Based on our review, we differentiate among three types of  flexibility: 

procedural, functional, and operational. Procedural flexibility is the number 
of  ways to successfully complete a task and achieve a given goal. 
Procedural flexibility can result from multiple paths to a single goal state 
or multiple goal states each with one or more paths. Functional flexibility is 
the number of  functions a system is designed to support. For example, an 
epinephrine auto-injector that delivers a single measured dose of  only 
that drug has less functional flexibility than a programmable infusion 
pump that can deliver a variety of  drugs at different rates and volumes. 
Operational flexibility is the amount of  variation a system can tolerate while 
still allowing task completion. Variation is measured with respect to one 
or more variables and one or more tasks. For example, if  the only task of  
interest is delivering a dose of  epinephrine and available time to deliver 
the dose is the only variable used to measure variation, then the 
epinephrine auto-injector has greater operational flexibility than a 
programmable infusion pump because the auto-injector can deliver its 
dose under a wider range of  available times. In contrast, if  variation is 
measured by the range of  patient-types (e.g., adult, pediatric, neonate, 
etc.) and conditions to be treated, then a programmable infusion pump 
has higher operational flexibility. 

At this time, SYFSA addresses only procedural flexibility. Although 
this is a limitation of  the current framework, we feel the focus on 
procedural flexibility is warranted for several reasons. First, procedural 
flexibility is an important component of  system design that can affect 
both functional and operational flexibility. For instance, the high 
procedural flexibility of  a programmable infusion pump allows it to 
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perform more functions (increased functional flexibility) under more 
conditions (increased operational flexibility) and do each function several 
different ways (procedural flexibility) than an epinephrine auto-injector. 
An analysis of  procedural flexibility is, therefore, necessary for analyzing 
operational and functional flexibility.  

Second, many best practices in healthcare are highly procedural. 
Attempts to improve practice or enforce best practices often take 
procedural forms. This is especially true of  regulations, standard 
operating procedures, structured data entry, and Health IT forcing 
functions and interaction design. The motivation for this approach comes 
from decades of  experience that shows the healthcare work domain is 
under-constrained and that even experienced workers often do not know 
or do not follow best practices. This has resulted in a well intentioned, 
but often ineffective reaction to erect barriers that force workers to do the 
"right" thing. As noted in our review, this can result in a system so 
inflexible that it prevents or hinders workers from delivering appropriate 
care, or leads workers to create workarounds that can jeopardize 
themselves or the institution, and even bring harm to patients. For 
example, estimating a required patient weight when there is no way to 
weigh the patient can lead to dosing errors.  

In future work we plan to extend SYFSA to incorporate the other 
two types of  flexibility. 

A FRAMEWORK FOR SYSTEMATIC YET FLEXIBLE SYSTEMS 
ANALYSIS (SYFSA) 

To illustrate our framework and how it can be used to design SYF 
systems, we consider a simplified procedure: central venous line insertion 
[102]. Central lines are used to establish reliable access to large (central) 
veins to deliver medications and fluids, draw blood for testing, and obtain 
measurements, such as central venous pressure. Once inserted, a central 
line remains in place for days or weeks. As a result, patients may develop 
central line infections that substantially increase morbidity and mortality. 
The chance of  infection is reduced by following infection control 
guidelines during insertion and minimizing the number of  days the 
central line stays in the body. 
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Our example is a simplified version of  the insertion procedure and 
sacrifices realism for clarity. For example, hands are usually washed 
before putting on a sterile gown to avoid contaminating the gown. We 
consider only the following actions, listed in the approximate order, 
required to comply with best practices for infection control: 

Sterilize site 
Drape patient 
Put hat on 
Put mask on 
Put gown on 
Wash hands 
Glove up (put gloves on)  
Insert central line 
Apply sterile dressing 

Under ideal circumstances, a caregiver first prepares the patient by 
sterilizing the insertion site and then fully draping the patient. The 
caregiver inserting the central line must then put on a mask, hat, and 
gown. The gown prevents the donning of  a mask and hat, so while the 
order of  mask and hat does not matter, they must both come before 
donning a gown. Once the gown is on, the caregiver washes their hands 
and then puts on sterile gloves. Following this, they insert the central line 
and place a sterile dressing over the insertion site. 

Following Newell and Simon [103], a problem space consists of  a 
symbolic representation capable of  capturing each problem state, a set of  
operators (information or physical processes that transform one state into 
another), an initial state, and one or more goal states. Just prior to setting 
up a new programmable infusion pump for a patient, the initial state is 
one in which the pump is turned off, whereas the goal state is one in 
which the pump is infusing the prescribed drug at the prescribed rate and 
volume. Infusion pump operators consist of  the actions (such as the 
buttons on the front panel) available to install the drug administration set 
and program the pump. 

In general, a problem space of  a real world task may consist of  
hundreds, thousands or even millions of  states and transitions between 
states (operator applications). Manual analysis is difficult or impossible. 
Thus, we implemented each space as a model in Mathematica [104] that 
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generates a finite state machine (FSM) containing every possible state and 
operator application. We then used the FSM to visualize the space and to 
calculate measures for each space, such as all possible paths between a 
pair of  states, the number of  states, different goal states, and so on. A 
Mathematica notebook containing the code for the examples presented 
here is available from the first author and may be used to develop new 
models. We do not describe the details of  this approach here because it is 
one of  many possible ways to automatically calculate the equations 
described below. The basic approach to generating and using FSMs for 
the analysis of  user interaction is fully described by Thimbleby in a book 
[105] and several articles [106-108]. 

In the remainder of  this section we walk through the specification 
and implications for each of  the three spaces, beginning with the 
idealized space. Although we present the spaces sequentially, we expect 
the framework to be used in an iterative fashion. Part of  the value of  the 
framework is that it provides insight to better understand a task and how 
to design an SYF system to support that task. 

The idealized space 
The idealized space is best specified as a work domain ontology (WDO) 

for the task [27]. A WDO defines an explicit, abstract, implementation-
independent description of  a task by separating the task from the work 
context and technology used to accomplish the task. In other words, the 
WDO separates inherent constraints of  the task from constraints due to 
system design. Rather than focusing on details of  the current system, 
WDO highlights the fundamental nature of  the work, thereby providing 
guidance for designing an appropriate system to support the work. WDO 
does not provide explicit methods for discovering and visualizing 
constraints, however, CWA (Section 2.4) provides a range of  such 
methods and visualization tools. 

A WDO is easy to express as a problem space. The WDO goal is 
specified as one or more goal state(s). Operations in the WDO are 
specified as problem space operators. Constraints are specified as sets of  
preconditions on the operators. 
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Assumptions 
As with all models, a WDO is based on a variety of  assumptions that 

set the scope of  the model ( i.e., which elements of  the real world are 
considered relevant and which are not). When we specify the idealized 
space we must always specify our assumptions. 

For the idealized central line insertion space, we assume a single 
caregiver will accomplish the entire task, that all required supplies are 
available, and that there is sufficient time to do the entire procedure 
according to best practices. We also assume the objects needed to follow 
the best practice and the caregiver are specified in the WDO (i.e., are 
inherent components of  the abstract task). 

Explicitly listing assumptions allows us to better assess the validity 
and scope of  the idealized space and, subsequently, the results of  the 
entire analysis. Berenholtz et al. [102] found lack of  ready access to 
supplies a barrier to following the best practice for central line insertion. 
Part of  their intervention for lowering central line infections was to 
develop a central line insertion cart, restocked on a regular basis. We 
assume all supplies are on hand to simplify our example, but in an actual 
design setting, making this assumption explicit would allow one or more 
of  the stakeholders in the design process to question its validity, with the 
possibility of  modifying the analysis. 

State representation 
To specify a problem space we must decide how to represent the 

system state. Abstractly, we think of  state representation in terms of  a set 
of  state variables and a specific state as a specific assignment of  values to 
each variable. In this example we use a simple Boolean representation of  
state components to record whether an action was done or not. For 
instance, if  nothing has been done the components would all be false, 
thus: 

centralLineInserted = False drape 
Patient = False 
glovesOn = False 
gownOn = False  
hatOn = False  
maskOn = False  
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sterileDressing = False  
sterilizedSite = False  
washedHands = False 

Here you can read "=" to mean "is." This representation captures the 
state of  the system regardless of  whether an element of  the system state is 
visible or hidden. For instance, putting on gloves is a readily visible 
change to the system state. In contrast, washing hands is not.  

There are many different ways to represent system state. We suggest 
including the minimum properties of  the state needed to support the 
idealized problem space. One should model "relevant" features. As the 
model is analyzed, other significant features may be recognized and 
added to the model. We will discuss the importance of  this advice below 
when we describe natural and system spaces. 

Operators 
We define operators using a set of  logical preconditions on the state 

and how the operators change the state (Table 1). 

Here we use the conventional symbols for logical NOT and ∧ for 
AND. The prime (') notation means the value after the operator has been 
applied to a state. For instance, the preconditions for the operator "Drape 
patient" state the operator can only be applied to states in which 
drapePatient is false and sterilizedSite true, and that after the operator is 
applied the state component drapePatient will be true. The prime 
notation allows this to be stated mathematically:  

operator("drape patient") =¬ drapePatient ∧ sterilizedSite ∧ 
drapePatient'  

As usual, any state component not mentioned is unchanged; if  we 
wished we could have written operator("drape patient") =¬ drapePatient 
∧ sterilizedSite ∧ drapePatient' ∧ maskOn = maskOn', which means the 
same thing, except redundantly says the state of  the mask is unchanged. 

Coincidentally in this example all operators only achieve setting the 
corresponding state component; thus "wash hands" implies 
washedHands', but in general many components might be affected. For 
example, if  we tracked left and right hands separately, then the single 
"wash hands" would achieve two outcomes:  
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washedLeftHand' ∧ washedRightHand' 

Note also that operators are formal problem space constructs that 
specify one or more task actions. In the central line insertion example 
each operator corresponds to a single task action, but in general, an 
operator can take parameters that define a set of  task actions. For 
example, in an interface for selecting from among several patients we 
could define a Select(patient) operator, where patient is any patient 
shown on the screen. If  20 patients are shown on the screen, this single 
operator could be instantiated 20 times resulting in 20 different possible 
task actions. 

Table 1. Operator and conditions for the idealized central line insertion space. 

Finally, we note that automated model checking can (and should) be 
used on specifications such as this. It is easy to check automatically that 
centralLineInserted always implies maskOn, even though this is never 
stated explicitly (and would be tedious and error-prone to try to say so for 
all relevant states). 

Initial state 
The initial state is one in which nothing has yet been done: all 

components are False. 

Operator Precondition Postcondition

Sterilize site ¬sterilizedSite sterilizedSite'

Drape patient ¬drapePatient ∧ sterilizedSite drapePatient'

Put hat on ¬hatOn ∧ drapePatient hatOn'

Put mask on ¬maskOn ∧ drapePatient maskOn'

Put gown on ¬gownOn ∧ hatOn ∧ maskOn gownOn'

Wash hands ¬washedHands ∧ gownOn washedHands'

Glove up ¬glovesOn ∧ washedHands glovesOn'

Apply sterile dressing ¬sterileDressing ∧ centralLineInserted sterileDressing'

Insert central line ¬centralLineInserted ∧ glovesOn centralLineInserted'
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Goal state 
The goal state for this example is one in which all of  the operators 

have been applied (equivalently, all of  the actions have been done), and 
thus all the components are true: 

centralLineInserted = True  
drapePatient = True  
glovesOn = True  
gownOn = True 
hatOn = True  
maskOn = True  
sterileDressing = True  
sterilizedSite = True  
washedHands = True 

This is equivalent to the more concise logical statement: 

centralLineInserted ∧ drapePatient ∧ glovesOn . . . 

The goal state specifies only that all operators have been taken, not 
that they have been done in the correct order. There is no way to specify 
sequences of  operators in terms of  state properties alone. Instead, we 
constrain the sequence through the operator preconditions. Taken 
together, the initial state, goal state, operators, and operator 
preconditions, restrict the problem space to paths that reach the goal 
using an appropriate sequence of  operators. However, we are not 
restricted to using this representation. Other representations may help us 
understand and explore the space from different perspectives. For 
example, we might choose to track whether the field is sterile or not and 
how actions affect whether or not a sterile field is created or maintained. 
We could then specify that some actions should only be done in a sterile 
field. Taking this further, we could choose to represent the urgency of  the 
procedure and then modify the goal and operators to explicitly consider 
numerical time factors. Exploring alternative problem space formulations 
may inform system design. 

Goal state 
When a space is small, visualizing it can aid in understanding and 

pinpointing sources of  flexibility and systematicity. From the idealized 
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space shown in Figure 1, we can see there is only one goal state and two 
different paths to it. The shortest path from the initial to the goal state is 
nine steps. There is clearly very little flexibility—one choice—in the 
idealized space. 

The natural space 
The natural space captures the task actions and constraints on those 

actions imposed by the physical world. For example, one natural 
constraint is that you cannot remove a surgical glove you have not put on. 
In contrast, you can wash your hands with surgical gloves on. In the 
natural space we also separate the primary goal from secondary goals. 
For instance, inserting the central line is the primary goal, while putting a 
sterile dressing on the insertion site is secondary. 

Unlike the idealized space, the natural space need not be a WDO. 
Since the natural space is intended to reflect the real world, we can 
capture aspects that may affect task performance, such as non-task 
critical artifacts or cognitive limitations and assumptions. For instance, we 
might assume no clinicians will apply the sterile dressing prior to inserting 
a central line, even though there is nothing to physically prevent this. 

When representing the state in the natural space, we must consider 
some state variables may be measurable and some may be hidden (or 
latent). Distinguishing between the two is a matter of  perspective. In a 
typical automatic teller machine (ATM) the user has no visible indication 
of  whether their ATM card is in the machine. However, this state 
variable is readily available to the ATM. When considering which 
variables are hidden vs. visible, we recommend taking the perspective of  
the human(s) part of  the system. If  the human cannot readily detect the 
value of  a state variable, consider it hidden. In addition, assume that 
cognitive state variables are hidden. The former recognizes that the 
human in a system is likely to forget or distort values of  state variables 
not readily observable in the environment. The latter recognizes that 
cognitive states are also likely to be forgotten or distorted. Both are likely 
to occur given the stress and interruptions present in many real world 
settings. 
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Figure 1. The idealized problem space. The initial state is square and the goal state is a 
diamond. The black circle is a state in which the central line is in place but the sterile dressing 
is not yet applied. 

Assumptions 
For the natural central line insertion space, our assumptions are 

similar to those of  the idealized space. We assume a single care-giver will 
accomplish the entire task, that all necessary supplies are available, and 
that there is sufficient time to do the entire procedure. We also assume 
the artifacts needed to follow the best practice and the caregiver are part 
of  the task model. In contrast to the idealized space, we define central 
line insertion as the primary goal. Creating and maintaining a sterile field 
are possible, but not required, because there are no natural constraints 
that enforce these requirements. 

State representations 
We use the same representation as the idealized space. 

Sterilize site

Drape patient

Put hat on Put mask on

Put mask on Put hat on

Put gown on

Wash hands

Glove up

Insert central line

Apply sterile dressing

Initial state

Central line in place

Goal state
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Operators 
The operators for the natural space are identical to those of  the 

idealized space, but the preconditions reflect hard constraints found in 
the task environment (Table 2). These are that the hat and mask cannot 
be put on after the gown is on and that the sterile dressing will not be put 
over the insertion site prior to inserting the central line. Preconditions 
also reflect our assumption that all other operators, except applying the 
sterile dressing, will not be done once the central line is in place. 

Table 2. Operators and conditions for the natural central line insertion space. 

Initial state 
The initial state is the same as the idealized space. 

Goal state 
The goal states are any states in which the central line is in place. 

The goal is therefore a set of  states. 

Analysis of  the natural space 
The network diagram in Figure 2 shows the natural space is more 

complex and has considerably more flexibility than the idealized space. 
As with the idealized space, the initial state is shown as a square, goal 
states are black, and the goal state with all operators applied, although 
not necessarily in the right order, is shown as a black diamond. There are 

Operator Precondition Postcondition

Sterilize site ¬sterilizedSite ∧ ¬centralLineInserted sterilizedSite'

Drape patient ¬drapePatient ∧ ¬centralLineInserted drapePatient'

Put hat on ¬hatOn ∧ gownOn ∧ ¬centralLineInserted hatOn'

Put mask on ¬maskOn ∧ gownOn ∧ 
¬centralLineInserted

maskOn'

Put gown on ¬gownOn ∧ ¬centralLineInserted gownOn'

Wash hands ¬washedHands ∧ ¬centralLineInserted washedHands'

Glove up ¬glovesOn ∧ ¬centralLineInserted glovesOn'

Apply sterile dressing ¬sterileDressing ∧ ¬centralLineInserted sterileDressing'

Insert central line ¬centralLineInserted centralLineInserted
'
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many more goal states in the natural space because it recognizes a person 
may stop once they accomplish the primary (central line placement) goal. 

The natural space has 384 states of  which 256 are goal states. There 
are 13,004 paths that lead to a state in which the central line is inserted 
with the shortest being one step and the longest nine. Although there are 
1,680 possible paths to the "ideal" goal state, only two of  these paths 
contain the appropriate sequence of  nine steps that reflect best practice. 

Comparing the natural space to the idealized space, we can see the 
ideal sequence of  actions is not enforced or encouraged by physical 
constraints. Some actions, such as washing hands or sterilizing the site, 
may leave no visible record, meaning the current system state is not 
visible. A lack of  visibility of  system state is a major usability problem 
that can lead to errors of  omission (omitting a necessary step; e.g., not 
washing hands) and commission (including an unnecessary step; e.g., 
washing hands twice). Further, the system state contains insufficient 
information to allow an observer to detect the ideal goal state. The state 
variables in our problem space indicate only which actions were done, 
not the sequence of  actions. However, the ideal goal depends, in part, on 
action order.  

Because the sterile dressing is placed after the primary goal of  central 
line insertion is achieved, there is a strong chance of  post-completion 
errors [109], which are errors occurring when a person forgets to do an 
important task action that must be taken after they have accomplished 
the primary goal. Typical post-completion errors are forgetting to retrieve 
your ATM card after receiving cash from the machine or leaving an 
original document on a copier after making copies. 
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Figure 2. The natural central line insertion space. The initial state is the square in the lower 
right quadrant of the central image. The goal state in which all operators have been applied is 
the black diamond in the upper left corner. Black circles are states in which the central line has 
been placed. White circles are states where the central line has not been placed. 

Taken together, characteristics of  the natural space allow flexibility 
that makes idealized task performance less likely to be achieved (i.e., 
intuitively the task might be considered "error prone."). Below we use the 
comparison between these two spaces to consider a SYF system that 
encourages ideal performance, while supporting graceful degradation 
under unexpected or unusual conditions. 

The system space 
As noted above, stakeholders can use SYFSA to design a new system 

or to evaluate and possibly refine an existing system. For this 
demonstration of  SYFSA, we base the system space on the existing 
intervention proposed and implemented by Berenholz et al., which has 
nearly eliminated central line-related bloodstream infections in multiple 
institutions [102, 110]. Although the intervention was widely reported to 
consist of  a simple checklist, it actually has five components: 1) educating 
staff  on best practices and the intervention; 2) creating a central line 
insertion cart to ensure easy access to all supplies needed to comply with 
the best practice; 3) asking daily whether the central line could be 
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removed; 4) a checklist to ensure adherence to best practices; and 5) 
empowering nurses to stop the procedure if  guidelines were not followed 
during non-emergency situations. Here, we are concerned only with the 
elements of  the intervention that directly affect central line placement. 

These interventions lead to a system that addresses several of  the 
characteristics, assumptions, and problems noted in our idealized and 
natural spaces. The supply cart supports our idealized space assumption 
that all supplies will be available at the start of  the procedure. The 
checklist, external monitoring by a nurse, and nurse's power to stop the 
procedure encourages and enforces the ideal practice. The checklist itself  
increases visibility of  system state and externalizes knowledge of  the ideal 
action sequence. Taken together, these factors provide and encourage 
systematicity. At the same time, the system provides flexibility by allowing 
the provider to deviate from the best practice in situations where the 
central line must be inserted emergently. 

The resulting system space is a combination of  the graphs from the 
natural (Figure 2) and idealized spaces (Figure 1) with a new root state 
that switches between the two original root states depending on whether 
there is an emergency. Switching to the natural space relaxes the action 
constraints imposed by the idealized space and allows the provider to 
accept a goal that trades off  the chance of  an infection with the need to 
quickly insert the line. 

SYFSA provides a means of  qualitatively analyzing tradeoffs in 
systematicity and flexibility during organizational or information system 
design. The explicit descriptions of  each of  the three spaces (in terms of  
initial state, goal state(s), operators and their preconditions) force 
stakeholders to explicitly describe their assumptions and understanding 
of  each of  the spaces. By making these descriptions explicit, stakeholders 
can share, debate, and refine each space. This allows stakeholders to 
determine whether each space adequately models best practice (idealized 
space), the current system (natural space) and the new or redesigned 
system (the system space). Comparing descriptions of  these spaces can 
reveal tradeoffs or potential opportunities to iteratively refine each space 
to better address stakeholder needs. 
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In the next section we consider information theoretic measures for 
qualitatively comparing the flexibility of  different system designs and how 
closely they match the flexibility required to complete a task. 

INFORMATION-THEORETIC MEASURES OF PROCEDURAL 
FLEXIBILITY 

As noted earlier, there are different measures of  flexibility. Here, we 
propose flexibility measures that capture our intuitive notion of  
procedural flexibility and allow us to compare the flexibility of  different 
SYF system designs with respect to one or more tasks. We distinguish 
between inherent task flexibility and system flexibility. The former is the 
amount of  flexibility required to do a task, whereas the latter is the 
amount of  flexibility in a system designed to support the task. For 
instance, if  the task is to deliver a single dose of  epinephrine, the inherent 
task flexibility is low and best met by designing a device, such as an 
epininephrine auto-injector, that has similarly low system flexibility. System 
flexibility often differs from task flexibility because a particular system 
may admit actions incorrect or irrelevant to completing a task, or may 
not allow actions actually needed to complete the task. Thus, a system 
may support more or less flexibility than is inherent in the task. When a 
system design allows more flexibility than is inherent in the task, it allows 
actions that may lead to errors or inefficiencies. In contrast, when a 
system design supports less flexibility, it may be impossible to complete 
the task. 

To derive appropriate measures of  flexibility, we start by considering 
the extreme end points of  task flexibility: no flexibility and complete 
flexibility. We propose that if  there is only a single correct way to 
complete a task, then that task has 0% flexibility; whereas if  any possible 
sequence of  task actions completes a task, then that task has 100% 
flexibility. Between these limits, flexibility should increase monotonically 
(that is, if  there are more ways of  accomplishing the task, flexibility 
should not decrease). 

To explore this concept, consider the following three simple tasks: 

Any-object: Table A has ten objects and Table B is empty. The 
goal is to place any one object from Table A onto Table B. 
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All-objects: Table A has ten objects and Table B is empty. The 
goal is to place all ten on Table B. 

Sort-objects: Table A has ten numbered objects. The goal is to 
move all ten objects in increasing order to Table B (i.e., object 1, 
2, 3 ..., object 10). 

In our central line example, Table A might be the central line supply 
cart and Table B the sterile field. 

By our intuitive definition of  flexibility, Sort-objects is the least 
flexible of  the three tasks. But, which of  the other two is the most 
flexible? If  we define flexibility as the number of  paths to the goal, then 
All-objects with 10! = 3,628,800 paths is clearly more flexible than Any-
object with only 10 paths. But intuitively, it seems Any-object is equally, if  
not more flexible than All-objects because Any-object allows any choice 
of  action, and just one choice is needed. In contrast, although All-objects 
allows any sequence of  actions to lead to the goal, each choice constrains 
the actions that follow, which intuitively would seem to decrease 
flexibility. In fact, a system space that allowed a person to move an object 
from Table B back to Table A would be overly flexible for the All-objects 
task. Thus, the number of  paths in a space can have more to do with the 
size of  the space, rather than constraints on actions. 

Instead of  using the number of  paths to the goal to define flexibility, 
we can use the average amount of  information needed to choose an 
action per non-terminal state (whether those states lead to a goal or non-
goal terminal state). In information theory [111], the amount of  
information (measured in bits) in a choice between n equally likely 
actions is ! , so the total information required to perform a 
sequence of  actions is the sum of  the information for each decision along 
the path. Suppose that there are n non-terminal states 𝑆i, and these states 
have a corresponding number of  equally probable actions 𝑎i (in terminal 
states there are no actions). Then the average bits per non-terminal state 
F is given by: 

!  	 	 	 	 	 	

(1) 

log2(n)

F =
log2(ai )i=1

n∑
n
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We can convert F to an indicative flexibility score. Of  the many 
possibilities, here we define a percentage so it is conveniently measured as 
a number increasing to 100: 

! 		 	 	 	 	 	 	

(2) 

Eq. (2) approaches 100% as F increases. In addition, because of  the 
definition of  F in Eq. (1) together with Eq. (2), a space where every state 
has a single action has 0% flexibility, whereas a binary tree (in which all 
non-terminal states have two actions) has 50%. 

Table 3 shows the flexibility of  the three simple tasks described 
above. Consistent with our intuitive notion of  flexibility, Sort-objects has 
zero flexibility, Any-object has the most flexibility, whereas All-objects has 
less flexibility because each action further constrains the remaining 
available actions. Although any possible action leads to completion of  
Any-object, it falls short of  our intuitive 100% flexibility measure because 
the information theoretic measure considers the number of  choices at 
each step. As a result, the flexibility of  Any-object will approach 100% as 
the number of  objects increases. 

Table 3. Flexibility of three simple tasks using bits per state (Eqs. (1) and (2)). 

Table 4. Flexibility of three central line insertion spaces using bits per state (Eqs. (1) and (2)). 

Table 4 shows the flexibility of  the three types of  spaces for central 
line insertion. As expected, the idealized space has the least flexibility, 

F = 100F
F +1

Space 𝐹 % Flexibility

Any-object 3.32 76.86

All-objects 0.51 33.64

Sort-objects 0 0

Space 𝐹 % Flexibility

Idealized 0.1 9.1

Natural 0.94 48.5

System 0.91 47.6
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whereas the natural and system spaces have considerably more, with the 
system space being nearly as flexible as the natural space. The small 
difference in flexibility between the natural and system spaces is 
misleading, because the more flexible path through the system space can 
only be taken in emergency situations—situations that are less likely to 
occur than non-emergent situations. The general problem is that Eq. (1) 
assumes all states have an equal chance of  being visited, which is false 
because of  structural properties of  the space, (e.g., the top state is always 
visited) and because actions from any single state may be chosen with 
differing probabilities. The problem is easily corrected by computing the 
average amount of  information based on the probability of  each action 
in each state. If  a non-terminal state 𝑆i has 𝑎i actions and those actions 
have probabilities ; . . . ; , then a choice of  action at 𝑆i conveys an 

average number of  bits given by: 

! 	 	 	 	 	 	

(3) 

This results in a version of  Eq. (1) that considers the probability of  
actions: 

! 	 	 	 	 	 	 	

(4) 

However, this equation alone does not consider how action 
probabilities affect the likelihood of  reaching future states. In the central 
line insertion space, Eq. (1) assumes that emergency and non-emergency 
situations are equally likely, resulting in 1 bit for the initial state. If  we 
instead assume that an emergency occurs, say, 10% of  the time, Eq. (3) 
reduces the required bits for the initial state from 1 to 0.469. Given the 
number of  states in the space, however, and assuming that actions for all 
subsequent states are equally likely, this decrease for the initial state has 
very little effect on overall space flexibility (47.63–47.58%). 

In general, it is important to consider the probabilities of  actions in a 
SYFSA analysis, because SYF systems support graceful degradation by 

p1
i pai

i

Bi = pj
i

j=1

ai

∑ log2
1
pj
i

⎛

⎝⎜
⎞

⎠⎟

F =
Bii=1

n∑
n
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making common actions and action sequences easy and uncommon ones 
possible. For example, in a user interface, common actions may be made 
more salient and/or faster to select than less common actions. This 
provides for graceful degradation in the face of  unanticipated events. 

To account for the probabilistic effects of  actions on future states, we 
need to weight the average bits per state, 𝐵i, by the probability of  
reaching each state. If  there are n non-terminal states and these states 
have probabilities 𝑠i, . . ., 𝑠n, then the weighted average bits per non-
terminal state is given by: 

! 	 	 	 	 	 	 	

(5) 

Table 5. Comparison of the flexibility of three central line insertion spaces using non 
probabilistic (Eq. (1)) vs. probabilistic (Eq. (5)) flexibility measures. 

Table 6. Average bits per path for the three central line insertion spaces using Eq. (6). 

Because the probabilities of  the non-terminal states need not sum to 
one, weights are normalized by dividing by their sum. Table 5 compares 
the percent flexibility of  the three central line insertion spaces using the 
non-weighted, non-probabilistic F from Eq. (1) to that of  Eq. (5). The 
weighted measure for the idealized space shows very little difference. 
However, there are larger differences in the measures for the natural and 

F =
siBii=1

n∑
sii=1

n∑

Space
Non-probabilistic (Eq. (1)) Weighted probabilistic (Eq. (5))

𝐹 %𝐹 𝐹 %𝐹

Idealized 0.1 9.1 0.11 10

Natural 0.94 48.5 1.86 65.0

System 0.91 47.6 0.78 43.8

Space Average bits per patch (Eq. (6))

Idealized 1.00

Natural 9.62

System 6.31
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system spaces. The natural space nearly doubles the required number of  
bits per state, reflecting that earlier states have both higher probabilities 
of  being reached and a larger number of  possible actions. The system 
space mean bits per state decreases from 0.91 to 0.78, reflecting the lack 
of  flexibility in the idealized path. More importantly, under Eq. (5), the 
system space is now less flexible than the natural space (43.8% vs. 65%), 
as compared to their difference under Eq. (1) (47.6% vs. 48.5%). 

Another useful information-theoretic measure for comparing spaces 
is the average information per path. This measure tells us, on average, 
how much information a person must convey in a particular space. 

The total information conveyed by a single path is equivalent to the 
information content as measured by the probability of  following the path 
(i.e., choosing a sequence of  actions that result in taking the path to the 
goal). For instance, the probability of  a path that has 6 states and 5 edges, 
where each edge has a probability of  0.5, is 0.55. The sum of  the 
information conveyed by each of  the 5 decisions is 5log2(1/0.5) = 5, 
which is equal to the log of  the probability of  the path: log2(0.55). Thus, 
the average information over all paths P1, . . ., Pn with probabilities 
p1, . . ., pn is given by: 

! 	 	 	 	 	 	

(6) 

This measure is sensitive to the size and complexity of  a space, in 
that spaces that are deeper and have more choices per decision will 
naturally have greater average information per path. As noted in the 
previous section, it is often useful to compare the average information of  
specific paths, such as the correct paths in both the idealized space and 
the natural space. Table 6 shows the average bits per path for the three 
central line insertion spaces. The difference between the natural and 
system spaces results from the fact that the first state of  the system space 
is an equally likely choice between an emergency situation, which leads to 
the natural space (requiring 9.62 bits), and a non-emergency, which leads 
to the idealized space (requiring only 1 bit). 

Pavg = pi log2
1
pi

⎛
⎝⎜

⎞
⎠⎟i=1

n

∑
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We can use a similar measure to quantify how efficiently the natural 
space supports the best practice by comparing the amount of  
information a clinician requires to do the best practice in the natural 
space versus the idealized space. In the idealized space there are two 
equivalent paths of  nine non-terminal states. Eight of  the nine states 
permit a single action, whereas one state has two possible actions. This 
means that a person need only convey one bit of  information to correctly 
perform the task in the idealized state. In contrast, the natural space has 
the same two paths, but because of  the lack of  natural constraints on 
possible actions, seven of  the non-terminal states allow more than one 
action. The initial state has eight possible actions, the second state seven, 
and so on, with each correct action eliminating one possible action until 
the final two non-terminal states admit a single action each (with zero bits 
of  information). Assuming actions are equally probable, this makes the 
total bits in either correct path: 

! 	 	 	 	 	 	

(7) 

Since the idealized space requires only 1 bit, the efficiency of  the 
natural space for supporting the best practice is only 100 * 1/15.2992 = 
6.5%. 

According to the Hick-Hyman law, the time to make a decision is 
proportional to the amount of  information in the available choices [112, 
113]. As a result, the information theoretic analysis of  a system provides 
a prediction of  cognitive load and relative task times (e.g., a task that 
requires more information is likely to take longer than a task that requires 
less information). In addition, through practice a person can automate a 
consistent sequence of  task actions, resulting in fast, nearly subconscious 
behavior. This means a person must acquire through practice over 15 bits 
of  information to fully automate the idealized task in the natural space, 
but only 1 bit in the idealized space. We can use this kind of  analysis to 
compare the learnability of  different spaces for different system designs. 

log2(i) = 15.2992
i=2

8

∑
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DISCUSSION AND FUTURE WORK 
While the current approach is clear and rigorous, there are a number 

of  limitations to SYFSA that should be noted and that could provide 
inspiration for further work. SYFSA as described here is designed to 
analyze systems that support a single task. However, many systems (such 
as an infusion pump) must support more than one task. In SYFSA such 
systems are modeled by expanding the spaces so that they admit all tasks, 
and then separately analyzing each task. For example, a programmable 
infusion pump supports many different volumes and rates of  delivery, so 
the idealized space must include operators that can be applied to achieve 
each possible (and allowable) combination of  volume and rate. Each task, 
such as the task of  starting at a state where the rate is 0 and then moving 
to a state where the rate is 125, can then be analyzed using the equations 
described above. To analyze the entire system, a designer must analyze 
each task separately. It is up to the designer to decide how to aggregate 
the results of  each task analysis. For instance, the designer could produce 
a single flexibility measure using a weighted average of  each task's 
flexibility, where the weights are the expected frequency of  each task. 

SYFSA does not provide designers guidance on how to determine 
which tasks should be included in an analysis, so it is important for the 
designer to use other work-centered or user-centered methodologies to 
determine which tasks a system should support. In addition, any system 
designed to support multiple tasks necessarily requires additional 
procedural flexibility because the user has more possible actions to take at 
each step. This flexibility can lead to errors and inefficiencies for any one 
of  those tasks. For example, a programmable infusion pump must provide 
actions that allow a user to enter different volumes and rates of  delivery, 
but since the device does not know what the user wants to enter it cannot 
completely constrain the user's behavior for the specific task at hand. 
Designers of  infusion pumps have dealt with this problem by including 
dose error reduction systems, wherein the user must first specify a drug 
and concentration prior to programming the pump. Once the pump 
knows the drug, the pump can enforce additional, drug-specific 
constraints on rate and volume. Developing a work domain ontology to 
inform the idealized space (as we suggest in Section 3.1) can help 
designers better explore intrinsic task constraints. In any design for 
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supporting multiple tasks, common user-centered design principles 
recommend providing error reversal, or undo, functionality to traverse 
back through prior choices, to change them or to review them. For 
example, if  a clinician accidentally sets an infusion pump to 100 mcg/
min instead of  10 mcg/min, it should be possible to clear or re-enter the 
infusion rate. This reflects an increase in flexibility over the idealized 
space (which assumes a perfect user), but is an appropriate trade-off  
given the realities of  the natural space in which even highly trained users 
can make mistakes. 

Design frameworks such as SYFSA are often difficult to validate. 
They tend to be used or abandoned based on whether designers find 
them useful and easy to use. Any evaluations are often qualitative in 
nature, consisting of  case studies and arguments that outline strengths 
and weaknesses. However, some aspects of  SYFSA may be empirically 
testable. SYFSA assumes that systems that are too flexible relative to the 
task (the idealized space) will be harder to learn and use, as will systems 
that support too little flexibility. Building on several existing laws and 
cognitive results, we also believe that SYFSA can predict relative 
efficiency, cognitive load, and learnability. However, we have not yet 
empirically evaluated these claims. 

Another challenge is that many real world tasks and systems can have 
dozens or hundreds of  possible actions leading to thousands or even 
hundreds of  thousands of  states in each problem space. There are at least 
three solutions to this problem. The first is to generate and analyze the 
spaces computationally as we have done for the examples here. 
Thimbleby describes these techniques in detail and they are also 
demonstrated in the Mathematica code available from the first author 
[105]. The second is to reduce the complexity of  the spaces by selecting 
an appropriate level of  abstraction. For example, in the central line 
examples we did not model the detailed cognitive steps required to 
determine the best location to insert the central line, nor all of  the 
physical steps involved in the process, such as opening equipment 
packages. As with any modeling approach, selecting the right level of  
abstraction is challenging and remains part art and part science. The 
third solution is to separately analyze subparts of  a complex system. For 
instance, we analyzed an infusion pump by analyzing the number entry 
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tasks (for specifying rate and volume) separately from the other tasks 
involved with the pump (e.g., entering various data entry modes, pausing 
the infusion, responding to an alarm, etc.). In practice, it is often 
necessary to use a combination of  these approaches to tame the 
complexity of  real world tasks. 

Finally, the measures described in this paper characterize procedural 
flexibility only, not functional or operational flexibility. These other forms 
of  flexibility are also important for health information and organizational 
systems, and will require extensions to SYFSA. 

CONCLUSIONS 
SYFSA is a systematic approach to analyzing and designing SYF 

systems. By explicitly representing three spaces, the idealized space, the 
natural space, and the system space, designers and domain experts can 
examine assumptions behind task analysis and system design, and 
possible tradeoffs between systematicity and flexibility. By making 
assumptions and constraints on actions explicit, the framework provides a 
means for designing novel systems that better support constraints 
inherent in a task, but not in the natural environment. In addition, the 
quantitative information theoretic flexibility measures allow analysts to 
compare different spaces and system designs in terms of  relative 
efficiency for supporting a task, cognitive workload, and learnability. 
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EHR Usability Assessment
Healthcare providers often complain of  EHR systems that are 

clunky, difficult to use, and—ironically—hindering instead of  facilitating 
patient care. SHARPC developed the Rapid Usability Assessment (RUA) 
method to identify EHR usability problems through expert reviews and 
task modeling (Chapter 4). RUA was applied to five commercial EHR 
systems for common meaningful use tasks. Analyses demonstrated a 
number of  usability problems and lengthy task completion times. 

SHARPC researchers then interviewed 11 EHR companies about 
their product development processes (Chapter 5) and user-centered 
design (UCD) capabilities. Vendors ranged from small ($300,000 yearly 
revenue) to large (over $1 billion a year). Understanding and use of  UCD 
varied widely. Some vendors had well-developed UCD processes, 
infrastructure and usability personnel. Some had only basic UCD 
capabilities, and others had misconceptions about UCD. Nearly all 
vendors identified short development timelines as a barrier to embracing 
UCD.  

Usability assessment is not a straightforward process. There are many 
ways to measure overall usability, including pen and paper analyses, and 
spreadsheets. SHARPC developed the Turf usability tool suite (Chapter 6) 
to semi-automate the process of  usability assessment, centralize data 
storage, and produce simple yet sophisticated statistical analyses. Turf can 
be an important tool in designing user-centered EHRs.  

The US Office of  the National Coordinator for Health Information 
Technology now requires vendors conduct summative user testing and 
provide evidence of  UCD for their product to be certified for meaningful 
use. SHARPC created resources to help vendors meet 2014 EHR 
certification requirements, including a summary of  Safety Enhanced 
Design requirements (Chapter 7), free downloadable use cases for 
summative user testing (Chapter 8), and education and training materials 
on usability, human factors and UCD (Chapter 9).  
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An EHR usability experience survey was developed and deployed at 
11 acute care facilities (Chapter 10). Results indicated important 
opportunities for improving EHR usability.  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ABSTRACT 
A laboratory-based, analytical usability process called Rapid 

Usability Assessment (RUA) was used to inspect and evaluate five 
commercial electronic health records (EHR) systems to identify usability 
challenges and estimate the efficiency in performing routine meaningful 
use related tasks. RUA consisted of  three stages: 1) selection of  
meaningful use objectives, 2) use of  a modeling tool to predict task 
completion times as an indicator of  productivity, and 3) identifying 
usability challenges through expert review. Time taken to complete tasks 
varied across the twelve meaningful use case scenarios. Clinical summary 
(M=338 seconds), computerized provider order entry (CPOE) (M=326 
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seconds), and Medication List (161 seconds) test procedures had the 
highest mean task completion times. Expert review detected 1,135 
usability problems within five EHRs. CPOE (N=58) and Clinical 
Summary (N=53) had the highest mean number of  usability problems 
per EHR. Memory, Feedback + Error, and Match were the most 
frequently violated usability heuristics. Time for experts to perform 
meaningful use-related tasks in existing EHRs were high. These times are 
predictive of  errors in routine performance and would likely be higher in 
actual clinical practice. Users face numerous usability problems as they 
use systems in real-world clinical practice. Poor usability is a critical 
challenge limiting the adoption and safe use of  EHRs. Performance times 
can be used as benchmarks to measure and compare EHR systems along 
the efficiency dimension of  usability. Our results suggest an urgent need 
to improve the usability of  existing EHRs.  

INTRODUCTION 
The American Recovery and Reinvestment Act (ARRA) of  2009 

provided significant financial incentives for healthcare providers to adopt 
and meaningfully use electronic health records (EHR) systems [114]. 
However, the promise of  health information technology (HIT) to 
transform healthcare practice is often limited by its usability [23]. Within 
the framework of  the ARRA, the Office of  the National Coordinator 
funded the National Center for Cognitive Informatics and Decision 
Making in Healthcare as one of  the four Strategic Health IT Advanced 
Research Programs. The establishment of  this Center was based on the 
recognition that EHR usability was a significant barrier to achieving the 
goal of  nationwide use by 2014 [115].  

Usability refers to how useful, usable and satisfying a system is for the 
intended users to accomplish goals in a work domain by performing 
certain sequences of  tasks [7]. In spite of  recent reports of  devastating 
consequences from poor EHR usability [16, 17], significantly more 
attention is directed towards the financial and technical aspects of  EHR 
than its usability and integration into the clinical work environment [23, 
116]. We conducted extensive evaluation and usability analyses of  EHR 
systems, developing meaningful metrics for assessing EHR usability. 
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We studied five commercial EHR systems and identified core 
usability challenges and optimal efficiency based on a Rapid Usability 
Assessment (RUA) protocol. Results, we believe, provide diagnostic 
information for developers to improve the usability of  EHR systems.  

APPROACH 
Methodology was based on our prior health IT usability research 

[18, 20, 21, 42, 46, 66, 117-120]. RUA combines model-based and 
inspection-based approaches to EHR evaluation. Laboratory methods 
are complementary to time-intensive field observation and user testing, 
making it a flexible way to develop feedback for iterative design. The 
approach generated a repository of  EHR usability challenges and issues 
useful for future development efforts.  

RUA uses the TURF framework [7]. TURF stands for Task, User, 
Representation, and Function, core analyses that can assess usefulness, 
usableness and satisfaction of  an EHR. TURF provides a mechanism to 
evaluate an overall system based on intrinsic complexity and extrinsic 
difficulty. Intrinsic complexity refers to the complexity of  work needed to 
be done in a domain, independent of  technology implementations or 
procedures. Functional analysis can be used to assess intrinsic complexity, 
thereby determining the usefulness of  a system [46]. Extrinsic difficulty 
reflects difficulties a user experiences with a specific representation or 
interface to perform a task, which is an indication of  system usableness. 
Representation and task analyses can be used to determine extrinsic 
difficulty.  

RUA focuses on the extrinsic difficulty component of  the TURF 
framework, assessed by task and representation analyses. The current 
version of  the RUA protocol uses multiple methods including model- and 
expert-based evaluations. RUA results can be followed up by more 
resource-intensive and targeted user-based usability techniques. 

We used RUA to evaluate EHR usability in three stages: 1) selection 
of  meaningful use objectives, 2) predicting performance by task 
completion time as measured by CogTool [71], and 3) identifying usability 
challenges through expert review. 
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Selecting meaningful use objectives 
Health providers must use a certified EHR containing meaningful 

use-related functionality to receive incentive payments. The National 
Institute of  Standards and Technology (NIST) developed meaningful use 
test procedures, which are publicly available for EHR certification bodies 
[121]. Tests contain specific instructions and sample data to determine if  
an EHR system has met a meaningful use objective. For example, the 
"Maintain up-to-date problem list" test states an EHR system should 
"enable the user to electronically record, modify, and retrieve a patient's 
problem list over multiple encounters." The test specifies data must be 
recorded in a structured format using either ICD-9-CM or SNOMED-
CT. Specific problems to be recorded, modified and retrieved are also 
specified.  

Twelve clinical tasks associated with the first 15 core objectives of  
meaningful use in ambulatory care settings were selected for evaluation. 
Five EHR products were assessed to determine if  test procedures could 
be completed. 

Predicting performance using task completion times 
After selecting a standardized set of  tests for EHR evaluation, we 

studied the impact of  the system on performance. We used completion 
times as our primary outcome measure. Completion time is one of  the 
most widely reported barriers for EHR adoption due to its direct effect 
on productivity [66, 122, 123]. Although numerous researchers have 
reported both positive and negative performance outcomes due to EHR 
use [124], there is surprisingly limited conclusive evidence for EHR's 
impact on clinical workflow. Part of  the reason is a lack of  reliable 
evaluation data. 

Our approach was to predict an expert's routine task completion 
times using a modeling tool, then use these results as performance 
benchmarks for laboratory evaluations. The Goals, Operators, Methods 
and Selection (GOMS) technique [63, 125] is a cognitively grounded 
approach that has been used for many years to predict task completion 
times. We used a generalized task analysis method derived from GOMS 
known as KLM (Keystroke Level Model). KLM is the simplest GOMS 
technique [63], using a pre-specified set of  keystroke and mouse 
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operators with associated timings [126]. KLM predicts the time it takes 
for an expert (skilled in the domain in which the task is considered) to 
execute keyboard and mouse inputs along with the associated cognitive 
overheads (e.g., thinking time or time taken to visually acquire objects on 
the screen). For example, to enter a patient name and click a submit 
button: 1) move cursor to the name text box using the mouse, 2) type the 
patient's name using the keyboard, then 3) move the mouse to the 
"Submit" button and left-click. The model also incorporates "think" 
operators, i.e., time spent to mentally prepare for an action or a set of  
related actions (e.g., "think" before moving mouse to the name text box). 
Parameterized KLM values have been prescribed. For example, double-
clicking a mouse button takes 0.4 seconds. KLM has been used in a 
variety of  fields to compute task-based performance measures, including 
visualization [127], cell-phone menu browsing [128], handheld devices 
[71], evaluating devices for the disabled [129], email organization [130], 
and in-vehicle information systems [131]. We used KLM to determine 
routine clinical task completion times for one EHR system [66]. 

We used CogTool [132], a software application based on an enhanced 
version of  KLM incorporating the more detailed ACT-R framework 
[133], for analysis of  selected NIST meaningful use test procedures. This 
provided a theoretically grounded, analytical approach for predicting 
comparative performance across potentially different screen paths. By 
using a standardized sequence of  tasks (e.g., recall information, modify 
fields, and record new data), we computed the time taken for the same 
task across multiple EHRs. For example, we could consider the time to 
complete an e-prescription for a given set of  data independent of  system 
interface design (e.g., popups, drop-downs, searching, using text to 
complete drug name selection, etc.).  

Identifying usability challenges through expert review 
An EHR may use design elements unfamiliar to users, display 

information in unexpected ways, or fail to provide appropriate feedback 
to ascertain if  intended actions have been completed. An efficient way of  
identifying usability problems is through a process called "expert review," 
in which usability specialists determine if  a user interface conforms to 
established usability principles. Expert reviews are cost effective, can be 
conducted rapidly, and have been found effective in identifying gross 
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usability problems [134]. These methods are complementary and, used 
together, can provide evidence of  task performance time and 
impediments limiting user performance. 

Heuristic evaluation, a type of  expert review, was initially proposed 
by Nielsen [135] and modified for use in clinical settings [57]. In a 
heuristic evaluation, a small set of  evaluators examine an interface and 
review its compliance with recognized usability principles (or 
"heuristics"). Heuristic evaluation has been successfully applied to health 
IT, including practice management [136], computerized provider order 
entry (CPOE) [137], telemedicine [60], and medical devices [57, 58]. It 
has also been successfully used for predicting usability issues that impact 
end user involvement [59, 138, 139]. 

We developed a modified heuristic evaluation process. Two 
evaluators independently inspected an EHR in the context of  a specific 
clinical task and focused only on interface items needed to accomplish the 
task. Each evaluator was guided by seven heuristic design principles 
(Table 1) based on human cognitive capacities and limitations [19] and 
derived from previous research [7, 57]. For example, the heuristic 
principle of  consistency encourages interface designers to set and adhere 
to patterns in layouts, vocabularies, color or other features that allow 
users to immediately feel familiar with their interface and to avoid 
distracting or confusing users with unnecessary variations. A violation of  
the consistency heuristic would be alternating placement of  the cancel 
and save buttons across screens.  

Expert reviews have the potential to identify a range of  usability 
problems. Some issues may have life-threatening consequences, while 
others may impact only the cosmetic appearance of  the system. Each 
heuristic violation was ranked using a four-point scale, where 1 was a 
cosmetic issue, 2 a minor usability violation, 3 a major usability violation, 
and 4 a catastrophic usability violation. Ratings consider the proportion 
of  users who may experience the usability problem, the impact of  the 
problem on patient safety or performance, and whether the issue is a 
problem only during initial encounters or could persistently disturb users. 
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Table 1. Seven heuristics used as part of the Rapid Usability Assessment. 

RESULTS 
Table 2 provides a summary of  our findings. Only six of  the 12 use 

cases (Problem list, E-prescribing, Demographics, Vital Signs, Smoking 
Status and Body Mass Index (BMI)) could be performed in all five 
systems. Only two systems had full functionality for all selected test 
procedures at time of  testing.

Heuristic Description

Consistency Does the user have to cope with different ways of presenting information and navigating 
through the product? 

Visibility
Can the user readily determine what the state of the system is? That is, does the 
system provide feedback about where the user is located in the product hierarchy and 
what the system is doing when actions are occurring?

Match
How well does the system model the real-world processes it is designed to support, 
which enables users to be able to leverage their existing understanding of the 
sequencing of activities?

Memory
All users have limitations to the amount of information they can keep in their active 
memories. The more information that must be recalled to use the product, the easier it 
is for users to forget what to do next, to lose track of information, or to make mistakes.

Feedback and Error
Does the product provide the user with feedback about actions it is performing? If errors 
can occur, what is done to prevent them, to minimize their impact, and to inform the 
user in a meaningful way what has happened?

Undo
Does the product enable the user to undo or reverse changes or actions that have 
occurred? Undo not only provides a safeguard; it encourages users to explore 
alternatives.

Document
How well does the product educate the user on how to use the product or how to solve 
resolve uncertainty about operating the product? How accessible is help and how 
relevant is it?

Task Performance Time in Seconds Number of Usability Problems  
(Average Severity Score)

A B C D E Mean A B C D E Mean

Clinical 
Summary

~ 357 383 274 ~ 338 ~ 94  
(2.1)

56  
(2.7)

9  
(2.3)

~ 53  
(2.3)

CPOE ~ 352 330 295 328 326 ~ 78  
(2.1)

48  
(2.7)

66  
(2.6)

41 
(2.4)

58 
(2.4)

 Record 250 220 189 196 214

 Modify 83 88 85 108 91

 Retrieve 19 22 21 24 21

Medication 
List

~ ~ 207 128 149 161 ~ ~ 12  
(3.1)

33  
(2.4)

18 
(2.7)

21  
(2.6)

 Record 155 82 98 112
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 Modify 33 26 37 32

 Retrieve  
 Active

9 9 6 8

 Retrieve All 10 11 8 10

Problem 
List

155 116 124 150 146 138 31  
(3.0)

20  
(2.2)

11  
(2.6)

24  
(2.4)

17 
(2.6)

21  
(2.6)

 Record 114 84 70 95 99 92

 Modify 21 13 27 32 38 26

 Retrieve 
Active

8 7 12 8 4 8

 Retrieve All 12 12 15 15 5 12

Medication 
Allergies

~ ~ 142 109 113 121 ~ ~ 13  
(2.7)

21  
(2.6)

17 
(2.3)

17  
(2.5)

 Record 88 68 74 77

 Modify 33 23 22 26

 Retrieve  
 Active

10 8 8 9

 Retrieve All 11 10 9 10

E-
prescribing

65 78 71 67 45 65 43  
(2.6)

22  
(2.0)

18  
(2.9)

28  
(2.4)

19 
(2.6)

26  
(2.5)

Demo-
graphics

38 66 57 76 75 62 12  
(2.8)

21  
(2.4)

11  
(2.4)

14  
(2.7)

28 
(2.3)

17  
(2.5)

 Record 18 27 26 37 32 28

 Modify 16 31 25 35 37 29

 Retrieve 4 8 6 4 6 6

Vital Signs 48 48 57 56 63 54 15  
(2.6)

12  
(2.3)

13  
(2.7)

13  
(2.6)

28 
(2.3)

16  
(2.4)

 Record 23 23 27 26 31 26

 Modify 18 19 22 24 24 21

 Retrieve 7 6 8 6 8 7

E-copy ~ ~ 54 23 - 39 ~ ~ 13  
(2.5)

55  
(2.4)

~ 34  
(2.4)

Smoking 
Status

33 31 46 25 47 36 16  
(2.7)

8  
(1.9)

3  
(2.5)

10  
(3.1)

15 
(2.2)

10  
(2.5)

 Record 12 12 16 10 16 13

Task Performance Time in Seconds Number of Usability Problems  
(Average Severity Score)

A B C D E Mean A B C D E Mean
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Table 2: Summary of results from the Rapid Usability Assessment of 5 EHRs (Products A-E).  
~ Use case not evaluated due to missing functionality. Note: Numbers have been rounded up 
to the nearest whole number. 

Time on task – completion time 
To understand the impact on clinical workflow, we computed the 

total task time per meaningful use case using CogTool. Looking across the 
subset of  use cases we found that, on average, the BMI use case took the 
least time (M=16 seconds), while Clinical Summary" took the longest 
(M=338 seconds). If  we consider task completion time as an indirect 
measure of  task complexity, given the number of  steps involved in the 
task, these results are not surprising. What may be surprising was the 
consistency across systems for the total completion time.  

Expert review 
Expert review useful in identifying challenges users face interacting 

with a system. In total, 1,135 usability problems were identified across the 
five EHRs. On average, Clinical Summary had the highest number of  
usability problems and BMI the fewest. Mean severity ratings were 
highest (2.6) for Problem List and Medication List. Growth Chart had the 
lowest mean severity rating (2.3).  

Each usability problem was categorized into one or more heuristic 
violations. As shown in Figure 1, Memory, Feedback + Error, and Match 
heuristics were the most frequently violated. Figure 1 also provides 
examples of  specific heuristic violations found in our analysis, along with 
an example of  an alternate design showing adherence to the heuristic 
principle.  

 Modify 13 12 15 10 20 14

 Retrieve 8 7 15 5 11 9

Growth 
Chart

~ 26 30 34 25 29 ~ 19  
(2.3)

11  
(2.8)

16  
(2.0)

20 
(2.5)

17  
(2.3)

Body Mass 
Index

15 12 19 17 17 16 9  
(2.8)

9  
(1.9)

5  
(2.7)

8  
(2.2)

12 
(2.3)

9  
(2.3)

Task Performance Time in Seconds Number of Usability Problems  
(Average Severity Score)

A B C D E Mean A B C D E Mean
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� 

Figure 1. 

DISCUSSION 
We evaluated the usability of  five commercial EHR products for 

their potential impact on clinical environments in terms of  task 
completion time and adherence to good usability design principles. Our 
findings are consistent with concerns expressed in a Institute of  Medicine 
(IOM) report on health IT and patient safety citing "poor interface 
design, poor workflow and complex data interfaces" as serious threats to 
patient safety in clinical environments [140]. 

We found some tasks took significantly longer to complete (e.g., 
clinical summary and CPOE). Increased time reflected increased 
complexity of  the task and potential risk.  
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While our evaluation was performed on systems that had already 
been developed, it was directed at identifying efficiency benchmarks for 
comparing usability across systems. To the best of  our knowledge, such 
benchmarks do not currently exist in the field of  academic or commercial 
EHR developers/researchers. Our predictions of  task performance times 
are of  particular importance when viewed in the context of  a real-life 
clinical encounter. For example, a typical patient visit that involves: 1) 
recording demographics, vital signs, smoking status, 2) calculating BMI, 
and 3) recording problem list, medication list, medication allergy list, and 
a set of  orders through CPOE would take 11 minutes and 19 seconds on 
average. This represents the optimal performance time interacting with 
the EHR (assuming no user errors), and does not include the time spent 
examining or interacting with a patient.  

Through expert reviews we discovered tasks that were more complex 
and took longer had the highest number of  usability problems. However, 
even shorter tasks had a number of  usability challenges. Some issues had 
potential for causing patient safety-related events. Of  particular concern 
were interfaces requiring high memory load or mismatches between 
clinical workflow, internal representation and system design.  

More user-based testing is needed to identify specific challenges users 
face and directions for interface improvement. Our approach and results 
are complementary to the recently released National Institute of  
Standards and Technology (NIST) EHR Usability Protocol, which 
focuses on ensuring the design of  safe EHRs through expert reviews and 
summative user testing [141].  

FUTURE DIRECTION 
Despite several advantages for the RUA approach, limitations exist 

relating to the comprehensiveness of  our findings. First, we used expert 
user performance for computing task completion times. This is likely to 
differ from actual task performance in clinical settings. Nevertheless, 
KLM predicts an ideal measure of  time required to complete certain 
routine tasks. We plan user testing in field settings to validate and further 
explore task completion times. Second, we used only two usability 
evaluation methods in our RUA protocol. For usability evaluation to be 
comprehensive, additional user-centered methods such as field studies or 
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laboratory-based experiments (as outlined in the NIST EHR Usability 
Evaluation Protocol) would be useful capturing a greater number of  
usability problems and triangulating findings. Third, we did not use all 
the NIST defined meaningful use-related tasks for our assessment. 
However, the RUA can easily be expanded for other tasks as they are 
defined by NIST or others as part of  future stages of  meaningful use. 

IMPLICATIONS 
Combining a predictive model of  time required to complete a task 

with a more subjective, expert-based measure of  usability violations 
provides significant flexibility understanding the structure of  NIST 
meaningful use tasks. Our results show lack of  efficiency in completing 
certain tasks in conjunction with incompatible user interfaces provides 
evidence for the "threats to patient safety" highlighted in the IOM report 
[140]. 

© 2014 Muhammad Walji, Amy Franklin, Thomas Kannampallil, Zhen Zhang, Krisanne Graves, 
Yuanyuan Li, Craig Harrington, Debora Simmons, Jiajie Zhang 
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ABSTRACT 
A team of  healthcare human factor experts interviewed 11 electronic 

health record (EHR) system vendors to better understand their 
implementation of  user-centered design (UCD). The team learned both 
application practices and challenges. Interviews revealed three UCD 
implementation categories: rigorous UCD processes in place, basic UCD 
processes employed, and no UCD. Challenges that vendors faced in each 
category are described, including a lack of  UCD understanding, 
problems integrating UCD into software development, and difficulty 
recruiting participants for usability studies. Results provide insight on the 
current state of  UCD in EHR products and ideas that could improve 
usability. 

INTRODUCTION 
Electronic health records (EHR) systems have the potential to 

dramatically improve healthcare efficiency, quality and safety. To reach 
this goal, systems must be designed, developed, and implemented with a 
focus on usability and safe use [142]. This suggests vendors employ user-
centered design (UCD) during product development and that healthcare 
users appropriately implement the system. 

The Office of  the National Coordinator (ONC) for Health 
Information Technology requires EHR vendors certify their products' 
usability and safety [6]. ONC safety-enhanced design requirements 
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specify vendors employ a UCD design process, conduct testing and 
report test results of  at least eight UCD functions. While ONC does not 
describe a specific UCD design and development process, requirements 
reference the International Standards Organization (ISO) and National 
Institute of  Standards and Technology (NIST) standards [143]. Despite 
these requirements, however, EHR usability remains problematic [144, 
145].  

Our team studied vendor UCD processes and researched new ideas 
to help vendors improve UCD [7]. The EHR marketplace is diverse. 
Some vendors have less than ten employees and offer only ambulatory 
care products, others employ more than five thousand and market a suite 
of  products. We conducted semi-structured interviews with a diverse 
representation of  EHR vendors to learn about their implementation of  
UCD. Insight could help create better UCD design methodology and 
development tools. A clear understanding of  vendor UCD processes and 
challenges can also assist policymakers, regulatory agencies and others 
dedicated to improving EHR systems.  

APPROACH 
A research team of  human factors, clinician/human factors, and 

clinician/informatics experts visited eleven EHR vendors and conducted 
semi-structured interviews about their UCD processes. "Process" was 
defined as any series of  actions that iteratively incorporated user 
feedback throughout the design and development of  an EHR system. 
Some vendors developed their own UCD processes while others followed 
published processes, such as ISO or NIST guidelines.  

Vendor recruitment. Eleven vendors based on market position and type 
of  knowledge that might be gained were recruited for a representative 
sample (Table 1). Vendors received no compensation and were ensured 
anonymity.  
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Table 1. Demographics of vendors visited. 

Interview process. Semi-structured interviews were conducted at each 
vendor site with business analysts, product managers, software developers 
and user experience experts. Five visits were full day and six half  day. 
Interviews were generally held with one to three employees at a time. At 
least two members from the research team travelled to each site and 
interviewed together to allow documentation redundancy. Dr. Ratwani 
was present at all vendor visits accompanied by either Dr. Fairbanks or 
Dr. Hettinger to ensure both human factors and clinical expertise.  

The research team asked open-ended questions about UCD 
processes being employed, challenges the vendor faced practicing UCD, 
and questioned what could facilitate their UCD process. The research 
team asked follow-up questions to extract detailed information. 

Data collection and analysis. Researchers documented responses during 
the semi-structured interviews with notes integrated by a research 
assistant immediately after the interviews. Once all of  interviews were 
complete the research team identified emerging themes that 
characterized UCD processes employed by vendors.  

Vendor Estimated
Revenue

Estimated 
Employees

Estimated
Usability Size

Vendor 1 $1 billion+ 6,000+ 15 people

Vendor 2 $100 million+ 2,200 30+

Vendor 3 $100 million+ 650 NA

Vendor 4 $100 million+ 2,000 30+

Vendor 5 $40 million 500 1-5

Vendor 6 $20 million 250 1-5

Vendor 7 $20 million 150 NA

Vendor 8 $10 million 60 NA

Vendor 9 $300,000 10 NA

Vendor 10 $1 billion+ 6,000+ 30+

Vendor 11 $1 billion+ 6,000+ NA

Range $300,00 - $1 billion 10-6,000+ 0-30+
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RESULTS 
Vendors generally fell into one of  three UCD implementation 

categories:  

Well-developed UCD: These vendors had a refined UCD process, 
including infrastructure and the expertise to study user requirements, an 
iterative design process, formative and summative testing. Importantly, 
these vendors developed efficient means of  integrating design within the 
rigorous software development schedules common to the industry, such as 
maintaining a a network of  test participants and remote testing 
capabilities. Vendors typically employed an extensive usability staff. 

Basic UCD: These vendors understood the importance of  UCD and 
were working toward developing and refining UCD processes to meet 
their needs. These vendors typically employed few usability experts and 
faced resource constraints making it difficult to develop a rigorous UCD 
process. 

Misconceptions of  UCD: These vendors did not have a UCD process in 
place and generally misunderstood the concept, in many cases believing 
that responding to user feature requests or complaints constituted UCD. 
These vendors generally did not have human factors/usability experts on 
staff. Leadership often held little appreciation for usability. 

About a third of  our vendor sample fell equally into each category. 
We found an apparent relationship in overall vendor size and category, 
however, given our small sample, this may not be statistically significant.  

Challenges to practicing UCD 
Vendors in each category identified challenges faced integrating 

UCD into their development cycle. 

Well-developed UCD: A common theme was difficulty conducting 
detailed studies of  subspecialty workflows. Investment required to 
conduct studies on the large number of  medical subspecialties was 
considered significant, so vendors tended to focus on the largest markets. 
Vendors also described challenges getting users to share problems 
associated with using their EHR product, feedback critical to vendor 
improvements.  
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Basic UCD: Vendors in this category required additional resources 
and knowledge to efficiently and effectively employ UCD processes. In 
particular, these vendors face challenges recruiting participants for 
usability studies, had difficulty developing detailed use case scenarios to 
test product, and required assistance learning how to efficiently integrate 
UCD into software development.  

 Misconceptions of  UCD: These vendors lacked understanding of  UCD 
processes, the importance of  UCD in product development, and the need 
of  UCD for patient safety. A successful business case to leadership for 
UCD investment had not been made. 

Nearly all vendors participated in the study identified rigorous 
development timelines as a significant challenge to practicing UCD. 
Meeting the summative testing requirements for EHR certification was 
consistently described as challenging and resource intensive.  

DISCUSSION 
 Characterization of  EHR vendor UCD practices and challenges 

provides unique insight into EHR product development, information that 
could help researchers and policymakers target their efforts to the specific 
needs of  vendors. Our team identified several ways to facilitate EHR 
vendor UCD processes.  

Facilitating Vendor UCD 
Increase knowledge on conducting usability studies: Many Basic UCD 

vendors had specific questions about the UCD process itself. For 
example, they were unsure of  the number participants required for 
summative testing, the amount of  training to provide participants, where 
to conduct studies, and the experience/expertise that participants should 
have. Providing vendor resources that clearly and concisely describe this 
information may lead to dramatic improvements in their application of  
UCD.  

Improve participant testing: It is impossible to practice UCD without 
participants for usability studies and focus groups. Several vendors 
described recruiting challenges. While some vendors were able to rely on 
their installed user base, finding participants that have not been exposed 
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to the vendor's product was a significant challenge. Methods should be 
developed to assist vendors recruit participants. 

Develop use case scenarios: Several vendors had difficult recruiting 
experts to develop contextually rich use case scenarios to test product. 
Creating a set of  use cases that could be leveraged by any vendor could 
save vendor resources and perhaps raise product quality.  

Policy implications 
Safety-enhanced design (SED) is a 2014 certification criteria for 

EHR. Many vendors expressed disagreement with SED mandate of  
summative testing. In particular, vendors with well-developed UCD 
processes felt the requirement forced them to dedicate a large staff  to 
conducting tests with few, if  any, benefits. Because these vendors had a 
rigorous UCD process in place, they believed usability issues were 
uncovered by the UCD process before summative testing and, therefore, 
testing to discover UCD problems to be redundant. Vendors said not 
requiring summative tests could free staff  for other aspects of  product 
development.  

Required summative testing, however, may be effective forcing 
vendors with misconceptions of  UCD to dedicate usability resources. It 
may be beneficial to consider a policy that embraces the diversity of  
UCD vendor capabilities, for example, offering vendors the option of  
demonstrating rigorous UCD processes or summative testing. 
Policymakers may want to explore whether modifications to SED 
certification could better serve the vendor and user communities.  

IMPLICATIONS 
Improvements in EHR usability cannot be achieved by focusing 

solely on vendors; a holistic approach with all health information 
technology stakeholders—vendors, healthcare providers, policymakers 
and patients—is required. Still, identifying vendor UCD practices and 
challenges has practical value improving the usability of  EHRs. 
Understanding current UCD processes and the specific challenges 
vendors face can help researchers create new tools to facilitate UCD, in 
particular those in No UCD and Basic UCD categories. Appreciating 
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vendor community diversity and UCD practices also provides 
policymakers with greater context to inform decision making. 

© 2014 Raj Ratwani, Rollin (Terry) Fairbanks, Zachary Hettinger, Natalie Benda  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ABSTRACT 
Usability is a major barrier to electronic health record (EHR) 

adoption and meaningful use. Traditional usability assessments include 
pen and paper, and stand-alone recordings. We developed Turf, software 
to evaluate, document, and improve EHR usability in an all-in-one 
product. Turf can be used in both usability evaluation and the testing and 
design of  EHR systems. Intended to support lab and real world 
environments, Turf streamlines conducting and reporting formative and 
summative assessments, including user testing and heuristic evaluation. 

INTRODUCTION 
Poor usability is a barrier to adopting electronic health records 

(EHR) [21, 146]. Despite significant research on the importance of  EHR 
usability in patient safety and quality of  care, EHR systems' ease of  use 
and learnability are problematic [147]. Usability testing can identify 
problems during product development, but assessment can be laborious. 
Conventional usability testing is often word processor, spreadsheet, or pen 
and paper-based.  

An EHR system's required tasks, its users' needs, how it represents 
health information, and its functional capabilities (TURF) determine its 
usability. We developed a unified framework for evaluating electronic 
health records system usability called TURF [7] (Chapter 2). TURF is: 1) 
a theory for describing, explaining, and predicting usability differences, 2) 
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a method for objectively defining, evaluating, and measuring usability, 
and 3) a set of  usability measures. The Office of  the National 
Coordinator for Health IT requires vendors adhere to safety-enhanced 
design (SED) [148]. SED mandates EHR vendors document their user-
centered design (UCD) processes and conduct summative usability 
testing. Legislation also requires test results be reported in a "common 
industry format." Based on the TURF framework, we developed Turf, an 
all-in-one software tool to help EHR vendors evaluate, document, and 
improve the usability of  their products. 

APPROACH 
Turf was designed and developed using a work-centered approach. 

Functional requirements were based on extensive experience conducting 
usability assessments, SED, and national guidelines and protocols 
published by the National Institute of  Standards and Technology (NIST): 

• (NISTIR 7741) NIST Guide to the Processes Approach for 
Improving the Usability of  Electronic Health Records 

• (NISTIR 7742) Customized Common Industry Format Template for 
Electronic Health Record Usability Testing 

• (NISTIR 7804) Technical Evaluation, Testing and Validation of  the 
Usability of  Electronic Health Records 

• (NISTIR 7865) A Human Factors Guide to Enhance EHR Usability 
of  Critical User Interactions when Supporting Pediatric Patient Care 

Turf  architecture  
Because many clinical applications require a Microsoft Windows 

operating system, we based development on Microsoft Windows 8. Our 
major programming language was C#. Microsoft coding standards were 
adopted, Microsoft Visual Studio 2012® used as our integrated 
development environment, and Microsoft User Interface Design 
Guidelines for Windows presentation foundation (WPF). 

Turf uses a model–view–controller design pattern. We divided the 
application into interconnected components to separate the internal 
representation of  information from how information is presented to 
users. The central component consists of  application data, business rules, 
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logic and functions. A view can be generated of  any information, such as 
a chart or diagram. All Turf view layers in were coded in WPF. The 
controller accepts input and converts it to commands for the model or a 
view. Turf architecture was updated after each development cycle.  

Development, testing and refinement 
Scrum is a common approach to agile software design and was 

adopted to guide iterative, incremental development. SCRUM enabled us 
to test high-quality software on a regular basis and adapt new versions 
based on usability assessments, which were early and throughout the 
development lifecycle. Feedback obtained was critical to improving each 
Turf iteration. 

Regression testing was used to find defects after major code changes. 
Test cases based on previous user stories were created. Users re-ran prior 
sets of  test-cases and checked whether previously fixed faults re-emerged. 
Depth of  testing depended on development phase and risks associated 
with new features.  

PRODUCTS 
Three versions of  Turf have been released: 

• Turf  1.0 (client-server version) focused on core data capture capability 
for usability assessments including image and screenshot capture, video, 
and keystroke data. Data were stored in a server at NCCD. 

• Turf  2.0 (stand-alone version) provided data analytics and a 
customizable moderation function to help moderate usability studies. 
Based on user feedback, we found vendors more comfortable storing 
usability data locally rather than on a remote server. 

• Turf  3.0 (stand-alone version) included enhanced analytic features and 
supported a semi-automated processes to generate a standard Common 
Industry Format (CIF) report. 

Turf  3.0 contains the three principle modules: 

1. User testing: Whether in formative or summative stages of  software 
development, Turf allows developers to assess user experience through 
user testing. Turf streamlines testing by pushing participants through 
tasks using customizable moderation in a process called Autoflow. 
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2. Heuristic evaluation: Usability evaluators can use Turf to capture 
images, video and annotate problems. Evaluators can also audit 
problems, rate severity, and print reports. 

3. Analytics: Statistical methods are included to process raw data 
collected during user testing and heuristic evaluations to facilitate 
CIF reports. Methods include calculation of  mean values, counts, 
descriptive analyses, and inferential statistics. 

Turf can be downloaded at https://sbmi.uth.edu/nccd/turf/. 

User testing module 
Data capture and visualization 

Turf can record audio, webcam video, screenshots, and keystroke 
data. User interface information about a specific control can also be 
captured as an to identify unique task paths for later analysis. Task paths 
can be annotated using predefined coding, which includes "typo," "wrong 
mouse click," and "wrong mouse movement" events. 

� 

Figure 1: Data capture in the User Testing Module. The left panel presents the screen video 
and webcam in a picture-in-picture mode. The right panel presents keystroke data.  

Autoflow configuration and execution 

Managing user testing while maintaining data quality in a 
standardized process can be challenging. Turf's Autoflow allows 
moderators to customize routine testing steps with actions such as, "read 
PDF", "record participant ID," "play training video," "record screen 
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interaction," and "record audio." After a moderator creates an Autoflow 
process, sequential steps can be reused for multiple participants. 

� 

Figure 2: Autoflow setup screen used to streamline moderation of user testing. 

Heuristic evaluation module 
Highlight problems area on the screen and document problems 

Evaluators can capture and annotate screenshots with record 
usability problems through the Heuristic Evaluation Module. Screenshot 
areas can be highlighted using a colored rectangle and problems 
annotated with customizable templates.  
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Figure 3: Heuristic Evaluation Module showing an EHR screenshot on the left with marks 
highlighting problem areas. The right panel shows a template that can be used to document 
and categorize a usability issue. 

Review problem 

Turf includes a Review function to ensure the precision and quality of  
problem descriptions. Review allows multiple evaluators to systematically 
audit marks and their associated problems. 

� 

Figure 4: The auditing interface in the Turf Heuristic Evaluation Module.  

Heuristic Evaluation Report 

Evaluators can generate a report customized to show screenshots and 
associated problems.  
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Figure 5: Example of a Turf Heuristic Evaluation Report.  

Analytics module 
Descriptive analyses, including calculation of  means, medians, sums, 

and counts are supported in Turf. Inferential analyses are also included, 
such as t-tests, u-tests, linear regression, and correlation. 
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Figure 6: Data collected in Turf can be sorted, converted, grouped and analyzed using statistic 
methods in the Analytics Module. 

Common Industry Format (CIF) report generation 

Statistical results can be exported as raw data or inserted into the 
built-in CIF template. CIF reports can be edited and saved as a PDF or 
RTF file. 

 

� 

Figure 7: Turf CIF report. Users can review data on the left panel and export data to the CIF 
template on the right. 
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DISCUSSION 
Turf is a software tool to evaluate an EHR system's usability and 

document problems. Two of  the most common usability methods are 
supported: heuristic evaluation and user testing. The Heuristic Evaluation 
Module evaluators compare a user interface against established usability 
standards. Turf's built-in tools replaces simple screenshots and paper-
based methods, helping expert evaluators identify actionable design 
issues. Turf also captures video and still images, including mobile devices. 
Reviewers can annotate images, score the severity of  a usability violation, 
compare and adjudicate results with other reviewers.  

The User Testing Module can be used for formative or summative 
assessment, with testing templates and user data capture. Turf semi-
automates user testing metrics, such as path deviation and task time. 
Turf's Autoflow function streamlines the testing process by guiding 
participants through customized protocols using personalized 
moderation. Turf also captures audio/video recordings, screens, and 
mouse/keystroke events. 

When assessments are complete, Turf supports data analysis with 
descriptive and inferential statistics. Turf also has flexible reporting 
capabilities including generation of  CIF usability.  More information 
about Turf is available at https://sbmi.uth.edu/nccd/turf/. 

  

© 2014 Min Zhu, Deevakar Rogith, Amy Franklin, Muhammad Walji,Jiajie Zhang  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ABSTRACT 
The US Centers for Medicare & Medicaid Services provide financial 

incentives to health providers for meaningful use of  certified electronic 
health records (EHR) systems. Safety-enhanced design (SED) is a 2014 
certification criteria and requires EHR vendors to:  

1. Use a formal, user-centered design (UCD) process during EHR 
system development, and  

2. Perform summative usability testing for portions of  their EHR 
product. 

We detail efforts to help EHR vendors better understand UCD, 
including disseminating: 

• Requirements to meet SED certification, and 

• International standards that meet SED legislation. 

INTRODUCTION 
The US Centers for Medicare and Medicaid (CMS) provide financial 

incentives to health providers using certified electronic health records 
(EHR) systems. To receive EHR incentive payments, a provider must 
show meaningful use of  their EHR and the EHR vendor must certify 
their EHR product meets certification requirements for safety-enhanced 
design (SED) [149]. The Office of  the National Coordinator (ONC) 
describes SED as a design process to reduce design-based errors within 
EHR interfaces, thereby improving the quality and safety of  EHR 
systems [141]. Integral to this approach is the concept of  user-center 
design (UCD). SED certification requires:  

1. Documentation of  the UCD process used during EHR development, 
and  
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2. Summative usability testing of  their EHR, including: 

a. Computerized Provider Order Entry System (CPOE) 

b. Drug-drug, drug-allergy interaction checks  

c. Medication list 

d. Medication allergy list 

e. Clinical decision support 

f. Electronic medication administration record 

g. Electronic prescribing 

h. Clinical information reconciliation 

Guidelines and protocols published by the National Institute of  
Standards and Technology (NIST) and International Organization for 
Standardization (ISO) have been suggested as possible routes for meeting 
SED certification requirements.  

User-Centered Design 
UCD is "an approach to designing a product or service in which the 

end user is placed in the center of  the process" [150]. The intent is to 
build systems that accommodate users rather than forcing users to adapt. 
ISO describes six key principles of  user-centered design [151]: 

1. Design is based upon an explicit understanding of  users, tasks and 
environments. 

2. Users are involved throughout design and development. 

3. Design is driven and refined by user-centered evaluation. 

4. The process is iterative. 

5. The design addresses the whole user experience. 

6. The design team includes multidisciplinary skills and perspectives. 

NIST, ISO, and ONC SED criteria are not prescriptive. ONC set 
SED requirements without limiting vendors to specific UCD processes or 
summative testing procedures. To fulfill certification requirements, 
vendors must only submit documentation specifying the UCD process(es) 
used. This allows for significant flexibility in achieving SED. Written 
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reports, documentation of  procedures or providing acknowledgement of  
having followed ISO standards are a means of  meeting requirements.  

APPROACH 
We participated in conversations with several EHR vendors over 

months regarding their summative testing plans. We also commented on 
UCD protocols, analyzed issues and offered reporting ideas. Discussions 
varied by vendor understanding of  UCD and capabilities for summative 
testing. We also summarized ISO standards to assist vendors document 
relevant UCD practices. 

RESULTS 
ISO standards provide one way to document UCD approaches 

during EHR system design. The standards are content rich and 
conceptually dense, making it difficult for some vendors to determine 
which standards apply and how to select between them (see Chapter 5). 
We provided a synopsis of  ISO standards relevant to UCD and SED 
(Table 1).  

Table 1. ISO standards applicable to UCD and SED [151-155]. 

Each summary described an ISO standard's scope, definitions, 
rationale and was cross-referenced to related standards. References were 
also made to other UCD methods or principles. Summaries were 4-6 
pages long, compared to typical 50-page ISO documents. Table 2 
describes the scope of  summarized standards.  

Standard Title

ISO 9241-11 Ergonomics Requirements For Office Work With Visual Display Terminals
— Part 11: Guidance On Usability

ISO 9241-210 Ergonomics of Human-System Interaction— Part 210: Human-Centred 
Design for Interactive Systems

ISO/TR 16982 Ergonomics of human-system interaction — Usability methods supporting 
human-centred design

IEC/ISO 62366 Medical devices — Application of usability engineering to medical devices

ISO/IEC 25062 Software engineering — Software product Quality Requirements and 
Evaluation (SQuaRE) — Common Industry Format (CIF) for usability test 
reports
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Table 2. Scope of ISO standards applicable to UCD and SED (available at https://
sbmi.uth.edu/nccd/SED/). 

Linking to ISO 
Referencing appropriate ISO standards requires not only 

understanding the standards, but mapping them to appropriate stages of  
EHR design and development. We provided linkages to ISO standards 
based on components of  the UCD process (Figures 1 and 2). 

Standard Title Provides Does not provide

ISO 9241-11 Ergonomics 
Requirements For 
Office Work With 
Visual Display 
Terminals— Part 11: 
Guidance On 
Usability

Defines usability, describes 
benefits of integrating usability 
into the design process, 
provide guidances on how to 
specify the requirements 
needed measure the usability 
of products, how to evaluate 
usability.

Comprehensive 
coverage of 
ergonomic design 
objectives or human-
centered design 
processes

ISO 9241-210
[ISO 9241-210 
updates and 
replaces ISO 
13407:1999.]

Ergonomics of 
Human-System 
Interaction— Part 
210: Human-Centred 
Design for 
Interactive Systems

Provides information about 
human-centered design 
available to managers of 
hardware, software, and 
redesign processes in order for 
them to help identify and plan 
human-centered design 
activities. 

Detailed human-
centered methods nor 
does it detail project 
management. 

ISO/TR 16982 Ergonomics of 
human-system 
interaction — 
Usability methods 
supporting human-
centered design

A resource for project 
managers to better understand 
the methods of usability testing 
so that they can make more 
informed decisions about how 
to support human-centered 
design as described in ISO 
13407 (later revised in ISO 
9421:210). 

IEC/ISO 62366 Medical devices — 
Application of 
usability engineering 
to medical devices

A process for a manufacturer to 
analyze, specify, design, verify 
and validate usability, as it 
relates to safety of a medical 
device. 

It does not address 
risk and errors 
associated with 
atypical use.

ISO/IEC 25062 Software 
engineering — 
Software product 
Quality 
Requirements and 
Evaluation 
(SQuaRE) — 
Common Industry 
Format (CIF) for 
usability test reports

Provides the common industry 
format (CIF) for reporting the 
results of usability testing 
related to software. 
The scope of ISO/IEC 25062 is 
it NISTIR 7742, conforms to 
ISO/IEC 25062, and was 
written specifically for reporting 
on EHR systems and have 
been made freely available.
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Figure 1. The UCD process. 
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Figure 2. ISO standards mapped to the first step of the UCD process. 

DISCUSSION 
SED certification encompasses a range of  UCD methods and 

processes for certification. While flexibility benefits many within the EHR 
vendor community, for others the lack of  a specified process is 
problematic. Publicly available reports on EHR usability are available 
through ONC's Certified Health IT Product List [156], however, few 
summative tests or UCD experience reports are available. General 
references for following standard UCD procedures can be found [157], 
but finding practical references for vendors implementing UCD is 
difficult. Growing the literature on EHR UCD implementation is 
needed. 

SUGGESTED READING 
Health information technology: standards, implementation specifications, 
and certification criteria for electronic health record technology, 2014 
edition; revisions to the permanent certification program for health 
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information technology. Final rule. (2012). Fed Regist, 77(171), 
54163-54292.  

Schumacher, R. M., & Lowry, S. Z. (2010). NIST Guide to the Processes 
Approach for Improving the Usability of  Electronic Health Records. 
(NISTIR 7741). Gaithersburg, MD: National Institute of  Standards and 
Technology. Retrieved from http://www.nist.gov/itl/hit/upload/
Guide_Final_Publication_Version.pdf. 

© 2014 Amy Franklin 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8: Use Cases

Amy Franklin, PhD 
The University of Texas Health Science Center at Houston School of Biomedical Informatics 

ABSTRACT 
New electronic health records system safety-enhanced design 

requirements underscore the need for validated, contextually-rich user 
test scenarios. We developed assessment tools to measure system usability 
and identify safety risks, and detailed methods of  generating these 
materials.  

INTRODUCTION 
Information technology (IT) usability has implications beyond 

adoption or ease of  use. Testing real users in actual tasks is one of  the 
most effective means of  assessing the safety of  an electronic health 
records (EHR) system for patient care. The Office of  the National 
Coordinator (ONC) 2014 EHR safety-enhanced design (SED) 
certification criteria require user testing and reporting of  specific tasks, 
including e-prescribing, medication list maintenance and clinical 
information reconciliation [141]. To assess EHR procedures, activities 
such as entering a prescription are embedded into scenarios or 
descriptions of  hypothetical work. While the National Institute of  
Standards and Technology (NIST) Test Procedure for §170.314(g)(3) 
Safety-enhanced design [141] is a valuable reference for system 
evaluation, greater specification of  roles, workflows, and EHR system 
specific task descriptions are necessary to replicate real world 
engagement. EHR test protocols should reproduce a system's user 
interface, rely on users' knowledge, simulate users' thought processes 
while performing tasks (their "mental model"), support inferences users 
make interacting with the system, and produce valid output.  

Use cases describe "a system's behavior as it responds to a request. 
Each use case is represented as a sequence of  simply steps, beginning 
with a user's goal and ending when that goal is fulfilled" [150]. 
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ONC and NIST use cases describe functional requirement for SED 
testing [141]. Broad datasets are provided, but without specifying 
workflows. For each test procedure, definitions capture certification 
criteria for recording, modifying and retrieving information. For example, 
a system must "enable a user to electronically record, modify, and retrieve 
a patient's vital signs including, at a minimum, the height, weight, and 
blood pressure." NIST provides sample values, such as height 66 inches, 
weight 61.2 kg and blood pressure 120/80 are given, which may be 
insufficient for testing. To create a use case with appropriate context for 
more complicated cases, however (such as entering a prescription and 
utilizing decision support), more data entry fields are needed. To generate 
comprehensive use cases, data must be enriched to detail roles, business 
processes, goal(s), and events that might occur achieving a goal [158].  

APPROACH 
We created an organizational framework and workflow for each 

required 2014 SED test method [159], such as medication reconciliation, 
computerized provider order entry, etc. Our use cases include task-
required data and their clinical context (e.g., user role, purpose, workflow, 
etc.). 

Our use cases were informed by observing and interviewing 
clinicians, and verified by clinical collaborators. Synthetic patient data, 
including historical information, were generated by mining two large 
patient datasets (including 100,000 patients in one sample) from major 
metropolitan areas. We used real world data to replicate test participant 
(i.e., doctor and nurse) experiences in common patient interactions. For 
example, we found the average length medication list has three drugs. We 
selected the most frequent conditions, medications and labs for inclusion 
in our test database and developed advanced scenarios for testing less 
typical cases, such as long medical histories or lengthy drug regimens.  

OUTPUT 
We envisioned two users of  each scenario: a clinical test participant 

and a usability expert. Participant instructions, expectations and guidance 
to identifiable outcomes were embedded within a realistic narrative, 
providing motivation for prescribing drugs or ordering lab tests without 
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prescriptive direction. Narratives provided patient name, age, chief  
complaint, and course of  immediate action.  

Example: medication reconciliation. Consideration of  a patient's age, 
gender and overall health are needed to push this summative test from 
data entry to real world simulation. 

Julie, a 62-year old female, has come to your 
clinic today for followup of her hypertension, 
which you diagnosed six months ago. During that 
visit, Julie also mentioned taking 20 mg Lipitor. In 
that Julie is a relatively new patient to your 
practice, you are concerned that her medication 
list is not up-to-date.  

Your first task is to review the medications Julie is 
currently taking to ensure they are complete and 
correct.  

After locating the medication list and reviewing it, 
you ask Julie to verify if she is still taking 20 mg 
Lipitor. However, this time Julie has the bottle with 
her and she notices that it states 40 mg.  

Your second task is to correct her medication list.  

After making the Lipitor correction, you ask Julie if 
she is taking any other medications. She reports 
she is taking Centrum Silver for Women, ibuprofen 
for regular aches and pain, and Claritin for 
allergies.  

Your third task is to enter these drugs in her 
medication list.  

Task requirements were then given in two formats: 1) a bulleted list 
and 2) a tabular form of  data entry components (Table 1).  

1. Navigate to Julie's full medication list and 
verbally state the name and strength of the 
first medication on Julie's medication list.  

2. Navigate to a place where you can update 
drug information and change the Atorvastatin 
dosage from 20 mg to 40 mg using as much 
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information as necessary from Table 1, and 
then verbally state when you believe you have 
successfully completed this step.  

3. Navigate to a place where you can add a 
medication to her medication list and add 
Centrum Silver for Women, ibuprofen, and 
Claritin using as much information as 
necessary from Table 2. Verbally state when 
you believe you have successfully completed 
this task.  

Table 1. Tabular form of data entry components. 

We included data in both formats to reinforce required tasks and 
limit memory demands placed on test participants (i.e., recall task details). 
SED certification requirements include reporting task time. Requiring 
test participants to shift through documents to retrieve information adds 
burden, increases risks of  error and interference across multiple tasks in a 
single assessment.  

Additional details were added to the table if  required for complete 
medication entry. Duration, dose, route and reasons were often required 
fields. Our instructions requested navigation to key points within the 

Drug Information

Drug Name Lipitor

Generic Name Atorvastatin

Strength 40 mg

Dose Once daily at night

Duration 30 days

Form Tablets

Route Oral

Dispense Amount 30

Brand Necessary No

Refills 2 refills

Reason Hypercholesterolemia
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system without directing participants to certain locations or providing 
keystroke level details of  task completion. 

For usability experts, we provided moderator guides with step-by-step 
support for each component. We recommended NIST 7804 for 
procedures [141] and detailed other methods of  data collection for 
system set-up, scripts for participant instruction, task start and end times, 
and scoring guides.  

Required reported results for each task include success/failure, time 
to completion, and path deviation/error. We developed moderator guides 
with clear start and end points within each task to support recording of  
measures. For example: 

1. Navigate to Julie's full medication list START 
POINT and verbally state the name and 
strength of the first medication on Julie's 
medication list.  

Task Success/Failure, Time A 

2. Navigate to a place where you can update 
drug information and change the Atorvastatin 
dosage from 20 mg to 40 mg, using as much 
information as necessary from Table 1, and 
then verbally state when you believe you have 
successfully completed this step.  

Task Success/Failure, Time B 

3. Navigate to a place where you can add a 
medication to her medication list and add 
Centrum Silver for Women, ibuprofen, and 
Claritin using as much information as 
necessary from Table 2. Verbally state when 
you believe you have successfully completed 
this task.  

Task Success/Failure. Use case complete, Time 
C. 

TIME A+B+C = Total Task Time 

Three potential points of failure (locate, modify & 
record) 
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For path deviation/error, we delineated task goals. Moderator 
materials for each test included optimal paths for completing subtasks. 
This improved deviation/error recognition and provide participant 
support. 

Path Deviation 

Navigate to Julie's full medication list and verbally 
state the name and strength of the first 
medication on Julie's medication list.  

Optimal paths allowed us to guide test participants when problems 
arose. Example: 

Home 

• Find Patient 

• Enter Patient's Name 

• Click on Patient's Name from list 

• Click on Medication List tab (on left side 
navigation panel 

• Click on Current Medication List 

• Locate first medication 

We created scenarios for nine SED use cases: Medication List, 
Computerized provider order entry (CPOE) LAB and CPOE IMAGE, 
Drug-Drug Interaction, Drug-Allergy Interaction, Medication Allergy 
List, e-prescribing, CDS reminders and CDS system inference. We also 
developed advanced scenarios for pediatric cases in which drug, age and/
or weight trigger decision support notices, and more complicated 
decision support triggers regarding drug-pregnancy contraindications 
and serious harmful impacts.  

DISCUSSION 
2014 ONC SED certification is an opportunity for safer EHR 

systems through usability testing. Gaps in resulting reports have sparked 
discussion about further ways to enhance the role of  usability in SED. 
Proposed 2015 Rule Making includes changes to usability requirements: 
formative testing, structure of  testing (roles, number of  participants, and 
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maybe more standard testing procedures.) We believe greater structure in 
test scenarios will enhance evaluation of  EHR safety considerations and 
enrich the discussion of  shared difficulties across systems. 

© 2014 Amy Franklin 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9: Education & Training

Amy Franklin, PhD 
The University of Texas Health Science Center at Houston School of Biomedical Informatics 

ABSTRACT 
Educating and training health information vendors on usability may 

lead to better HIT and electronic records systems. We describe efforts to 
develop usability education materials, including an introductory course 
and a compilation of  training resources.  

INTRODUCTION 
Usability is key to patient-centered cognitive support. A 2009 report 

by the National Research Council found serious gaps in health 
information technology, concluding patient-centered cognitive support 
should play a central role [5]. The importance of  HIT usability and 
patient-centered cognitive support is evidenced by the Office of  the 
National Coordinator (ONC) for Health Information Technology's 
requirement that EHR vendors certify their products' usability and safety 
[6]. Electronic health records (EHR) vendors use, understanding or 
appreciation of  key usability principals, however, varies (see Chapter 5). 
Usability education and training offers a potential solution. 

Usability education can take many forms, from in-person didactics to 
online courseware. EHR vendors may have an in-house group devoted to 
user-centered design and employ rigorous safety-enhanced design (SED) 
practices from product conception to delivery. Other vendors may have 
only a few members dedicated to UCD and SED. Still others may have 
no in-house expertise.  

APPROACH 
EHR vendor usability use and methods were surveyed and analyzed 

(Chapter 5) and vendors potentially benefiting from usability education 
identified. We conducted a search of  existing courses, books, and public 
or private educational usability training services. Resources primarily 
targeted website development and physical product creation, appearing 
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insufficient to apply usability to EHR systems. We devised a ten-part 
series of  lectures and developed hands-on opportunities to learn usability 
principals. 

RESULTS 
University-based programs 

The Human Factors and Ergonomics Society (hfes.org) lists schools 
that grant bachelors, masters, or PhDs in human factor-related fields or 
with a concentration in related areas (engineering psychology, human 
factors, industrial and operations engineering, etc.). Certificate programs 
are a less time intensive means of  learning and degrees. We researched 
certificate programs and found nine universities offering certificates in 
human factors, user-centered design, or human computer interaction. 
Length and content varied by program, from three -day to semester-
based courses. While no program focused on EHR, many offered courses 
on measuring user experience and task analysis (Table 1).  
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Course Summary Organization Duration Location

User Experience 
(UX) Certificate

• Field Methods and 
User Research

• Designing the User 
Experience

• Human Factors and 
the User Experience

• Designing for 
Accessibility

• Measuring Emotional 
Engagement

• Managing a User 
Centered Development 
Process

Bentley 
University

nNAa Online | 
Onsite

UX Boot Camp • Elements of the user 
experience

• User research and 
market segmentation

• Design Implementation 
and innovation

• Assessment and 
measurement

• Process improvement 
and success metrics

Bentley 
University

5 days Waltha, 
MA

Usability Evaluation 
Techniques

• Contextual inquiries
• Focus groups
• Heuristic (or expert) 

reviews
• One-on-one user 

testing

Michigan State 
University

NA Ann 
Arbor, MI

User-Centered  
Design

• Best practices related 
to the entire technology 
development life-cycle

• Initial technology 
design

• User analysis
• Development issues
• Evaluation of user 

performance

Michigan State 
University

NA Ann 
Arbor, MI

Certified User 
Experience 
Professional 
(CUEP) Workshop

• Usability test design 
and execution

• Lifetime access to 
Texas Tech's usability 
faculty and literature

Texas Tech 
University

3 days Lubbock, 
TX

The Human 
Computer 
Interaction 
Certificate

• Understand emerging 
human computer 
interface technologies

• Understand human 
cognitional behavioral 
methods and usability 
techniques

• Articulate societal and 
ethical issue related to 
human computer 
interaction

• Overview of the latest 
human computer 
interaction research in 
multiple disciplines

Iowa State 
University

12 hours Ames, IA
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Table 1. University certificate programs related to usability. 

We also researched private organizations offering education on 
usability and user experience. Sixteen companies offered education on 
topics such as user-centered analysis, interaction design, and basic user 
experience training. Formats varied from one hour to multi-day programs 
(Table 2). 

Human Factors and 
HCI

• Human factors
• Human-computer 

interaction
• Interface design
• Usability and 

evaluation
• Basic principles of 

human factors
• The importance or 

ergonomics and 
anthropometrics

• Discuss the role and 
importance of human 
factors and human 
computer interaction

• Describe some basic 
principles of user 
centered interface 
design

• Outline elements of 
usability testing and 
systems evaluation

Pennsylvania 
State 
University

3 hours Univ. 
Park, PA

Human-Computer 
Interaction Design

• Interaction design
• Professionally interface 

design
• Strategic design 

planning

Indiana 
University

36 hours Blooming
-ton, IN

Human-Computer 
Interaction

• Introduction to human-
computer interaction, 
design, evaluation and 
implementation of 
interactive computing 
systems for human use

• Communication 
between people and 
computers

• Capabilities of people 
to use omputers

• Concerns that arise in 
designing and building 
interfaces

• Design trade-offs
• The process of 

specification, design 
and implemenation of 
use interfaces

 

Illinois Institute 
of Technology 
School of 
Applied 
Technology

NA Chicago, 
IL

Course Summary Organization Duration Location
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Course Summary Organization Duration Location

User-Centered 
Analysis

User profiling, data gathering, 
task analysis, transitioning to 
design

Human Factors 
International

3 days Multiple 
Worldwide

Practical Usability 
Testing

Design, analyze, present test 
results, refine facilitation 
technique, remote testing, 
comparison tests, how to use 
server logs for usability

Human Factors 
International

2 days Multiple 
Worldwide

Web & Application 
Design

Implement user-centered 
requirements into usable 
designs, navigation, 
presentation, content, 
interaction, and how website 
and application design 
strategies differ and overlap

Human Factors 
International

3 days Multiple 
Worldwide

Putting Research 
into Practice

Summaries of literature in 
human-computer interaction, 
psychology, computer science, 
technology, usability 
engineering, practical 
implications of research, how 
to conduct user-centered 
design, and how to apply 
exploratory research in real-
world applications

Human Factors 
International

2 days Multiple 
Worldwide

User Interface 
Principles Every 
Designer Must 
Know

Origins of HCI, designing 
better interfaces, input 
devices, interaction style, 
universal design, complex 
interface features, and HCI 
methods

Nielsen 
Norman Group

1 day Multiple USA 
Locations; 
Berlin, 
Germany

Usability in 
Practice: 3-Day 
Camp

Usability foundations, 
choosing research methods, 
team strategies, measuring 
usability, determining scope of 
study, setting up user studies, 
recording observations and 
data, facilitation techniques, 
tracking usability findings, 
analyzing findings, and reports 
for usability studies

Nielsen 
Norman Group

3 days San 
Francisco, 
CA
Oct 6-8, 
2013

UX Basic Training The business value of UX 
design, foundation of UX, 
understand the purpose and 
roles of UX professionals, as 
well as the stages of 
organizational UX maturity

Nielsen 
Norman Group

1 day Multiple 
Worldwide

Interaction 
Design: 3-day 
Course

Principles of interaction 
design, Information Theory, 
Fitt's Law, and increasing the 
power and visibility of HCI and 
HCI groups

Nielsen 
Norman Group

1 day San 
Francisco, 
CA
Oct 6-8, 
2013

Usability Testing 
Training

Design and plan usability 
tests, run testing sessions, 
and create templates

Webcredible 1 day London, UK
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Agile UX: 
Incorporate 
Usability into Agile 
Development

Implementing Agile and User-
centered design, methodology 
pluses and minuses, and how 
to incorporate usability into 
Agile processes

Experience 
Dynamics

1 hour Online

Usability Testing 
Skills Refresher

Usability testing process and 
types of testing, seven golden 
rules of usability testing, 
usability testing as an art and 
science, professional testing 
skills, as well as tips and 
techniques

Experience 
Dynamics

1 hour Portland, OR

Usability Testing 
Metrics

Types of usability testing, 
observable dta, measuring 
subjective stuff, usability 
metrics, and tools for usability 
testing

Experience 
Dynamics

1 hour Online

Usability Testing 
Methods Training

Planning your test, setting 
usability metrics, reporting on 
test data, analyzing results, 
and communicating results

Experience 
Dynamics

6 hours Portland, OR

A Practical Guide 
to Usability 
Testing

Defining usability, writing a test 
plan, bias-free test 
moderation, how to classify 
behavioural observations, 
using Binomial Confidence 
Interval and z-scores to 
account for variation, 
measuring satisfaction with the 
SUS survey and the Microsoft 
Desirability Toolkit

UserFocus 1 day On Demand

UXLabs Certified 
Usability Testing 
Professional 
(UCUTP)

Basics behind usability testing, 
understand Mobile Usability 
testing, and demonstrating the 
ability to conduct an effective 
usability test

UX Labs 6 weeks NA

UXLabs Certified 
Usability 
Professional 
(UCUP)

Explain usability principles, 
methods and guide, conduct 
heuristic evaluations on sites 
to identify usability issues, 
conduct usability test sessions 
to identify usability issues

UX Labs 12 weeks NA

UXLabs Certified 
Usability Analyst 
(UCUA)

Implement user research with 
various methodologies, 
implement competitive 
analysis using market 
research and SWOT, conduct 
heuristic evaluations to identify 
usability issues, design 
usability focused websites, 
web apps, SaaS applications

UX Labs 8 weeks na

Course Summary Organization Duration Location
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Usability Testing Types of usability tests, how to 
integrate usability testing into 
your development process, 
cross-functional usability team, 
analyze users, tasks and 
context of use, how to design 
a test

ClickStart 1 day Online

Usability Testing 
Training Course

How to design, plan and 
faciliate usability test sessions, 
how to analyze test results 
and effectively communicate 
results, logistics, technologies 
and ethics of usability testing

PeakUsability 4 hours Multiple 
Locations in 
Australia

UX Professional 
Training Program

Web usability courses, custom 
seminars and workshops

Akendi 
Intentional 
Experiences

5 days Multiple 
Locations in 
Canada

Certified User 
Experience 
Designer

Intro to UX design and 
experience thinking, 
information architecture 
design, mobile user 
experience design, GUI 
interaction design, and visual 
design for user experiences

Akendi 
Intentional 
Experiences

5 days Multiple 
Locations in 
Canada

Certified User 
Experience 
Researcher

Intro to UX design and 
experience thinking, user 
experience research, 
information architecture 
research, and usability testing

Akendi 
Intentional 
Experiences

5 days Multiple 
Locations in 
Canada

Certified User 
Experience 
Specialist

Intro to UX design and 
experience thinking, UX 
Research, Information 
Architecture, Usability testing, 
GUI Interaction Design

Akendi 
Intentional 
Experiences

9 days Multiple 
Locations in 
Canada

Usability Testing 
Course

What is usability testing, 
creating an effective test plan, 
facilitating test sessions and 
analyze data, usability testing 
methods, and usability testing 
preparation

Akendi 
Intentional 
Experiences

2 days Multiple 
Locations in 
Canada

Human Factors of 
Medical Devices

Human factors validation 
testing, HR/Usability report, 
case study 1:Planning and 
conducting human factors for 
Auto-Injector Drug Delivery 
Device, and application of 
Human Factors in Medical 
Device Design

Association for 
the 
Advancement 
of Medical 
Instrumentation

3 days Arlington, VA

Course Summary Organization Duration Location
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Conducting a 
Validation 
Usability Test

Determine the right time to 
conduct a validation usability 
test, ensure that usability 
testing focuses on use-safety 
and usability, contribute to 
usability test plans, gain the 
maximum benefit from 
observing usability tests, 
analyze the root causes of use 
errors, as well as close calls 
and operational difficulties

UL Knowledge 
Services

1 day Chicago, IL

Human Factors 
Engineering in 
Medical Device 
Development

Understand human factors 
engineering expectations set 
by IEC 60601-1-6 and IEC 
62366, understand the 
resources required to 
implement a comprehensive 
human factors program, plan 
human factors engineering 
programs that are properly 
scaled to the medical device in 
development, ensure that a 
design history file contains the 
necessary human factors 
engineering end-products

UL Knowledge 
Services

1 day San Jose, 
CA

Medical Device 
Usability and IEC 
62366

Achieve compliance with IEC 
62366:2007, use design 
guidance in ANSI/AAMI 
HE75:2009, select and apply 
usability techniques, develop 
testable requirements for 
usability, manage the risk of 
use-error, develop a usability 
engineering process, 
document usability activities in 
the usability engineering file 
and HFE report

Bergo 2 days London, UK

Training in 
Medical Device 
Usability

Achieve compliance with IEC 
62366:2007, use design 
guidance in ANSI/AAMI 
HE75:2009, select and apply 
usability techniques, develop 
testable requirements for 
usability, manage the risk of 
use-error, develop a usability 
engineering process, 
document usability activities in 
the usability engineering file 
and HFE report

Bergo 2 days Nivå, 
Denmark

Human Factors 
101

Key human factors concepts 
and principles, human 
limitations and cognitive 
biases, user-centered design 
and evaluation methods, 
practical application of human 
factors to healthcare

Healthcare 
Human Factors

NA Toronto, 
Canada

Course Summary Organization Duration Location
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Table 2. Private organizations providing usability training. 

Government resources 
We found usability information available at usability.gov and training 

from the US Federal Aviation Administration (Table 3). The British 
government offers the NHS Institute for Innovation and Improvement's 
website on implementing human factors in healthcare. The website also 
provides reports and training on situation awareness and other healthcare 
topics. The Agency for Health Care Research and Quality provides a 
range of  materials including SAFER guides that, while not providing 
training in usability, have checklists for safety and usability.  

Human-Centered 
Design for Social 
Innovation

Introduction to concepts of 
human-centered design, use 
the design process to create 
innovative, effective, 
sustainable solutions

Acumen 5 weeks Online

Human-Centered 
Design

Benefits of human-centered 
design, experience 
diagramming, heuristic review, 
affinity clustering, importance/
difficulty matrix, rough and 
ready prototyping

LUMA Institute 2 days Multiple 
Locations

Error Prevention 
in Complex Care

Introduction to Human 
Factors, Cognition, errors, and 
sub-optimal behavior, Tools to 
manage error in emergency 
situations

Atrainability 1 day UK

Advanced Clinical 
Trainer Skills

Course can be tailored; 
contact vendor for details

Atrainability 1 day NA

Course Summary Organization Duration Location
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Table 3. Government sponsored usability and human factors resources. 

Massive Open Online Courses 
We identified online education available through massively open 

online courses (MOOC) (Table 4). Udemy, Coursera, and the Health 
Informatics Forum all have variants of  usability or user experience 
classes. Content includes user testing, prototyping, and usability 
evaluation. The Health Informatics Forum has a module on EHR 
usability within its usability and human factors online course. 

Course Summary Source Duration

GSA First 
Fridays Usability 
Testing Program

How to find and fix usability problems on 
government websites and applications

HowTo.gov 1 hour

Usability Testing: 
The First Fridays 
"Discount" 
Method

"Do-it-yourself" usability testing, plan for a test, 
recruit, test participants, develop test scenarios

HowTo.gov 1 hour

Usability Testing 
and Debriefing 
Best Practices

Conduct a simple usability test and debriefing 
session, identify the most serious usability 
problems participants, create a list of solutions 
that can be implemented in 30 days, tips for 
defriefing session success

HowTo.gov 3 hours

Designing a 
Better Customer 
Survey

How surveys can add value to your research, 
types of questions in surveys, best practices for 
writing survey questions, effective strategies for 
testing surveys

HowTo.gov 1 hour

Usability Testing Basic review of usability testing, evaluating web 
sites, using inspection evaluation results 
cautiousl

usability.gov 1 hour

FAA Human 
Factors 
Awareness Web 
Course

Students should have an appreciation and 
awareness of the fundamentals of human 
factors, its methods, and the importance of 
having Human Factors specialists participate in 
FAA projects, course develop to introduce FAA 
personnel with backgrounds in various 
disciplines to the sciene and methods of Human 
Factors, course is tailored for Integrated Product 
Team (IPT) members to foster an understanding 
of the role and contribution of Human Factors in 
FAA system development

Federal 
Aviation 
Administraton

7 hours

Implementing 
Human Factors 
in Healthcare 

Produced by the safety first campaign, situation, 
background, assessment recommendation is a 
structured method for communicating critical 
information that requires immediate attention 
and action contributing to effective escalation 
and increased patient safety

NHS Institute 
for Innovation 
and 
Improvement

NA

Human Factors: 
Training 
Competence

The ability to undertake responsibilities to 
perform activities to a recognized standard on a 
regular basis, linked to key responsibilities, 
establish and maintain competency for safety-
related work

Health and 
Safety 
Executive UK

NA
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Table 4. MOOCs on usability and Human Factors. 

Course Summary Organization

User Experience: 
The Ultimate 
Guide to Usability

• Section 1: Introduction
• Section 2: Going where the action is: 

Understanding users in context
• Section 3: how to get niche quick
• Section 4: What can a London bus teach us about 

usability
• Section 5: Beyond "easy to use": Measuring the 

user experience
• Section 6: Site structure and navigation: Finding is 

the new doing
• Section 7: Simple rules for designing simple pages
• Section 8: "And I have the data to prove it": How to 

access a web site (usability evaluation)
• Section 9: What next? Putting your knowledge into 

practice

Udemy

Human-Computer 
Interaction

• Lecture 1: Introduction
• Lecture 2: Needfinding
• Lecture 3: Rapid Prototyping
• Lecture 4: Heuristic Evaluation
• Lecture 5: Direct Manipulation and 

Representations
• Lecture 6: Visual Design and Information Design
• Lecture 7: Designing experiments

Coursera

Usability and 
Human Factors

• NA Health 
Informatics 
Forum

Installation and 
Maintenance of 
Health IT Systems

• Unit 1: Elements of a Typical EHR System
• Unit 2: System Selection – Software and 

Certification
• Unit 3: System Selection – Functional and 

Technical Requirements
• Unit 4: Structured Systems Analysis and Design
• Unit 5: Software Development Life Cycle
• Unit 6: System Security Procedures and 

Standards
• Unit 7: System Interfaces and Integration
• Unit 8: Troubleshooting; Maintenance and 

Upgrades; Interaction with Vendors, Developers, 
and Users

• Unit 9: Creating Fault Tolerant Systems, Backups, 
and Decommissioning

• Unit 10: Developing a Test Strategy and Test Plan
• Unit 11: Pilot Testing and Full Scale Deployment

Health 
Informatics 
Forum

Health 
Management 
Information 
Systems

• Unit 1: What is Health Informatics?
• Unit 2: Health Information Systems Overview
• Unit 3: Electronic Health Records
• Unit 4: Computerized Provider Order Entry
• Unit 5: Clinical Decision Support Systems
• Unit 6: Patient Monitoring Systems
• Unit 7: Medical Imaging Systems
• Unit 8: Consumer Health Informatics
• Unit 9: Administrative, Billing, and Financial 

Systems

Health 
Informatics 
Forum
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SHARPC tutorials 
We created our a series of  short courses taught by NCCD faculty 

(https://sbmi.uth.edu/nccd/SED/tutorials/). Tutorials provide broad 
self-paced overviews to EHR usability, including principles of  good 
design and methods of  assessment. Topics areas are: Fundamentals of  
EHR usability, Safety-enhanced design, user-centered design, heuristic 
evaluation, user testing, other usability methods, usability tools such as 
TURF and references to other resources. Course materials consist of  
video lectures, hands-on assignments with rubrics, videos and photos of  
user testing setups, and access to an example poor EHR system (Figure 
1). Participants are given opportunities to work through problems and 
can compare their responses with posted answers. Following videos 
describing heuristic evaluation, students are shown screenshots from the 
EHR test system. Students are then asked to locate and describe design 
violations following a set of  heuristics. Assignments include calculating 
task completion time, noting path deviations, and analyzing responses to 
standardized measures such as the system usability scale. While each 
topic is stand alone, information contained in each series builds on 
previous modules. 

!  

Figure 1. Demonstration of a poor EHR system. 
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FUTURE DIRECTION 
We plan to expand our tutorials to encompass additional usability 

methods and exercises to practice usability testing of  an interactive EHR 
system.  

© 2014 Amy Franklin 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10: Usability Experience 
Survey

Yan Xiao, PhD 
Baylor Scott & White Health 

C. Adam Probst, PhD 
Baylor Scott & White Health 

ABSTRACT 
We developed the Baylor EHR UX Survey, an instrument to 

comprehensively assess the user experience (UX) of  an electronic health 
records (EHR) system. EHR UX is a function of  many factors, including 
technical infrastructure, system integration, optimization, user training 
and support, and administrative policy. Ongoing UX assessment can help 
prioritize scarce improvement resources. Our instrument was piloted in 
six hospitals, then deployed in 11 acute care facilities. Survey responses 
were received from 1,301 nurses, 202 physicians, and 228 pharmacists. 
Combined with other user comments, survey results reinforced the 
multifaceted nature of  EHR UX, revealed opportunities for healthcare 
organizations to improve UX, and highlighted EHR vendors' role in 
improvement efforts. All are now available for all organizations looking to 
improve their own EHR system. 

INTRODUCTION 
A majority of  hospitals in the US have adopted electronic health 

records (EHR) [160]. Studies indicate significant EHR usability 
challenges (e.g., negative feedback from nurses, concern over patient 
safety and work efficiency [161], which pressure hospitals to improve user 
experience (UX). Unfortunately, improvement is often constrained by 
healthcare organization resources and limited ability to redesign EHR 
user interfaces. Usability data can help organizations focus on areas for 
improvement. Systematic EHR surveys can also complement other 
feedback, such as data from operations (e.g., downtime, screen update 
delays and user responses to clinical alerts), observation and time studies, 
suggestion boxes and unsolicited user comments. 
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UX is an essential concept in user-centered design, encompassing a 
user's perception of  and response to using a product, system or service 
(ISO 9241-210 [151]. Surveys have been used to assess technology 
acceptance, functionality preferences and user satisfaction [162]. No 
survey has been published, however, assessing aspects of  EHR UX over 
which hospitals have direct control, such as infrastructure, user support 
and training.  

We developed a survey instrument that provides information about 
an EHR system as implemented within an organization. We also 
developed a process to use the survey data to guide continuous 
improvement and underpin collaborative opportunities with software 
vendors. Our instrument was successfully deployed in Baylor Scott & 
White Health (North Texas Division), a large integrated healthcare 
system, and piloted by other organizations [163]. Results have guided 
healthcare organization decisions on user training, functionality 
development, documentation policies, and infrastructure improvement. 

APPROACH 
We formed a multidisciplinary team of  experts in patient safety, 

safety culture, human factors, survey design, statistics, nurse informatics, 
medical informatics, pharmacy informatics and hospital administration. 
The team reviewed the literature on user satisfaction surveys, user 
experience, EHRs and computerized clinical documentation. Five tools 
were identified, such as those by Edsall and colleagues [164] and Otieno 
and colleagues [165]. We also consulted professional organizations, 
including the Health Information and Management System Society 
(HIMSS) for unpublished surveys.  

EHR UX should be viewed as a socio-technical system—socio, in 
that healthcare organizations have the power to directly influence facility 
aspects of  EHR UX, technical in that users can only indirectly impact 
EHR software design. For example, installation of  patient room 
computers used by nurses to document and administer medications may 
be installed in inaccessible locations (e.g., behind a couch) or with 
inadequate space (e.g., in a closet too narrow for using a mouse pad) 
(Figure 1). Facility redesign can alleviate these problems. EHR vendors' 
software design, however, determines intrinsic functionality and user 
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interface, which are technical aspects healthcare organizations have 
limited ability and resources to change (Figure 2). 

� 

Figure 1. Left: computer in patient room behind couch. Right: Monitor and keyboard installed 
inside patient room closet. 

� 

Figure 2. 

Versions of  the Baylor EHR UX Survey were tailored to nurses, 
physicians and pharmacists. The multidisciplinary team chose five survey 
domains to capture UX data: 
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• Training and competency: The degree to which users receive information 
(including help within the program) that prepare them to use their 
EHR as a novice and, with time, as an experienced user.  

• Usability: The degree to which a user can find where to enter 
information into their EHR for documentation and retrieve data for 
clinical assessment. Usability also includes the degree to which users 
are able to easily navigate, view and edit medical information. 

• Usefulness: The degree to which user tasks are enabled or prevented 
compared to electronic tools existing prior to EHR deployment or 
traditional paper-based environments.  

• Infrastructure: The degree to which users can easily access their EHR, 
(i.e., sufficient locations where the EHR is available and fully 
functioning). Infrastructure also refers to the degree users are free 
from delays transitioning from one screen to another through normal 
software navigation. 

• End user support: The degree to which users are provided solutions to 
problems encountered when their EHR system is not functioning as 
intended (slow performance, freezing, printing problems, hardware 
malfunction, etc). This is distinct from gaps in training that could 
improve users' ability to use the EHR more effectively. 

Nursing and pharmacy versions of  the survey instrument were 
deployed in six Baylor Scott & White Health hospitals in 2011 to assess 
internal consistency. In 2013, the instrument was deployed in 11 Baylor 
Scott & White Health hospitals for the three targeted user groups: nurses, 
physicians, and pharmacists.  

RESULTS 
In the 2013 survey, email invitations were sent to randomly selected 

EHR users at the 11 Baylor Scott & White Health facilities. The system 
automatically sent reminders and managed replies. A total of  1,301 
nurses, 202 physicians and 228 pharmacists responded. The response 
rate for nurses ranged between 31% to 48% for individual facilities 
(overall rate 37%). Pharmacist response rate ranged from 9% to 76%. We 
were not able to assess physician response rates. Large numbers of  free-
text comments were also received. Nurses also provided 81 pages of  
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comments. We judged the survey a success based on responses compared 
with other surveys carried out in the organization.  

Since nurses were surveyed in 2011 and 2013, it was possible to assess 
changes in user experience. The nursing version of  the Baylor EHR User 
Experience Survey demonstrated good internal consistency (Cronbach's 
alpha=0.72-0.76) based on the 2011 survey from 606 nurses (response 
rate 36%) (Table 1). The instrument was published on the HIMSS 
website for non-profit usage [166]. Greatest gains were in usability, 
improved infrastructure, and enhanced support. Content layout and 
ability to correct errors did not improve.  

Free-text comments highlighted specific areas for EHR improvement, 
including medication administration records and referral management. 
Text also included comments on changes made to the EHR and about 
learning to use the EHR. 

Workgroups for the three targeted users (nurses, physicians, and 
pharmacists) were formed to study survey results and prioritize adding 
new or modifying existing functions. The survey, thus, became a platform 
for communicating healthcare organization EHR needs to their EHR 
vendor. Nursing policies were examined to understand discrepancies 
highlighted by survey results. User-centered design principles were 
introduced to assess readiness of  new modules prior to going live. 

DISCUSSION 
Implementation of  an EHR system is complex and challenging. 

Costs of  initial acquisition, change management, user training, continual 
improvement and on-going maintenance are high [167]. It is important 
to describe how survey results will be used early in the process and to 
include all stakeholders early in the solution, including administration 
officials. We found involving executive leadership important to the 
success of  our survey.  

As much as vendors should be held responsible for delivering highly 
usable products, healthcare organizations hold many keys to a positive 
user experience. EHRs, unlike isolated software applications or consumer 
products, are part of  a complex system of  technology, professionals, 
policies and other interacting components. Refresher training, for 
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example, was identified in the survey as an important need for users who 
have initial experience and would like to learn techniques that can 
improve their productivity. Hardware maintenance is a constant 
challenge given the number of  devices deployed among dispersed 
geographical areas in a typical hospital. Documentation may be 
challenged by user interfaces, unclear expectations, variance in practices, 
and suboptimal access to computers. A survey is an excellent tool to 
systematically sample a large number of  users, especially at multi-hospital 
healthcare organizations. Taking a socio-technical perspective allows 
assessing user experience from multiple perspectives (user and vendor), 
building a foundation upon which improvements can be made. 

Among all tools, EHRs consume the most clinicians' time [168]. 
Measuring UX and improving UX should be a top priority in all 
healthcare organizations. As more organizations measure their own user 
experience, it will be instructive to compare results. Vendors should be 
invited to analyze survey results and work closely prioritizing their future 
software improvement efforts. 

SUGGESTED READING 
Staggers, N., Rodney, M., Alafaireet, P., Backman, C., Bochinski, J., 
Schumacher, R. M., & Xiao, Y. (2011). Promoting Usability in Health 
Organizations: Initial Steps and Progress Toward a Healthcare Usability 
Maturity Model. https://www.himss.org/files/HIMSSorg/content/files/
HIMSS_Promoting_Usability_in_Health_Org.pdf  
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EHR Design
A significant barrier to usability is an EHR interface that does not 

meet the unique needs of  its healthcare users. Synchronizing the flow of  
information with clinical workflow is key. SHARPC developed Modeling 
& Analysis Tools for Healthcare, called MATH, that capture existing 
information and workflows and generate simulations of  improvements 
(Chapter 11).  

Chapter 12 reports the compilation of  300 general-purpose design 
principles directly applicable for EHR systems. Safety Enhanced Design 
Briefs (Chapter 13) are single-page design principles covering user 
interface issues, such as effective use of  color and electronic prescribing. 
Detailed design guidelines can be found in Chapter 14: Inspired EHR - 
Designing for Clinicians, co-funded between SHARPC and the 
California Healthcare Foundation.  

SHARPC researchers translated theory into practice in TwinList, a 
novel means of  medication reconciliation EHR (Chapter 15). Chapter 16 
tackles medical order management user interface challenges and 
proposes tabular display design guidelines that can enhance patient safety.  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11: Advances in Workflow 
Modeling for Health IT

Modeling & analysis toolsuite for 
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ABSTRACT 
Synchronizing the flow of  health information and the workflow of  

clinical care is a key principle for successful health information 
technology (HIT) systems. When the flow of  information matches better 
workflow, significant gains in quality and efficiency can be achieved. 
When information flow contradicts, it can rearrange clinical workflow by 
accident rather than by design. We introduce the Modeling and Analysis 
Toolsuite for Healthcare (MATH), a method with powerful modeling and 
analysis tools to make measurable improvements to clinical workflow a 
predictable, integral part of  HIT systems. We illustrate how MATH can 
analyze how HIT should be applied by designing HIT functionality on 
the basis of  evidence of  beneficial impact. We demonstrate the feasibility 
of  conducting formative evaluations on workflow models to predict HIT 
impact and present validation data on predictions from summative tests 
conducted on an alpha version of  a new system. These capabilities allow 
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a new evidence-based approach to HIT in which healthcare leaders 
decide and plan the appropriate role of  computing for their clinics. 

INTRODUCTION 
One of  the most important goals of  health information technology 

(HIT) is to improve the way clinicians can perform healthcare [169, 170]. 
Based on recent analyses, however, the goal is not being achieved [170, 
171]. Two of  the most important challenges to HIT are problems with 
workflow and usability [170, 172].  

Synchronizing information flow and workflow is a key principle for 
HIT effectiveness, quality and usability [7]. HIT users are faced with a 
dilemma when information flow does not support an appropriate 
workflow of  care: either compensate and perform unplanned overhead 
tasks by modifying their information environment or follow a sub-optimal 
workflow to conform to the way their HIT applications provide 
information [79]. Unplanned overhead is more than just extra work that 
interrupts clinical care; it can disrupt users' cognition, inhibit 
coordination among team members, and even obscure their 
understanding of  tasks [37, 39]. It is a form of  usability problem that 
places ease-of-use in opposition to patient safety [173, 174]. A well-
designed HIT application with good usability will make the routine 
performance of  safe, efficient and effective care procedures the easiest 
course of  action.  

When HIT design decisions are not directly related to the values of  
better care, the design can be dominated by issues of  technical feasibility, 
schedule or cost. The resulting applications can have the unfortunate 
effect of  rearranging clinical workflow by accident rather than by design 
[78, 175]. Conversely, understandable evidence about HIT's measurable 
benefits to care will result in increased adoption and productive. 

To close the gap between the flow of  health information and the 
workflow of  clinical care we developed a comprehensive new design 
method called MATH (Modeling & Analysis Tools for Healthcare) to 
integrate three fundamental elements that are currently disjoint: 
workflow models of  how clinical care is actually performed and the areas 
where improvement is needed, options for how HIT should improve 
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workflow in measurable ways, and software specifications for rapid 
implementation. 

MATH is supported by a suite of  tools.  

• MATHflow for capturing, analyzing and integrating workflow and 
information flow, 

• An information dictionary created while modeling workflow with 
MATHflow, and 

• MATHsim for discrete-event simulations and formative evaluation of  
HIT options. 

MATH is an evidence-based approach that makes measurable, 
predictable workflow improvement integral to HIT design. 

Cognitive science principles 
The term "information system" is something of  a misnomer because 

work is executed not only by computers, but also by the cognitive and 
manual procedures of  human users. Further, HIT applications typically 
play a support role as they are used in a clinical workflow with many 
important manual tasks of  care and administration.  

The integration of  manual tasks and computer-performed tasks is 
critically important for HIT effectiveness and usability [175]. 
Information resources, like many other types of  resources, constrain the 
way clinicians can use them to perform care. Research from cognitive 
science [37, 39] and software design [27, 78, 176] consistently 
demonstrates that content, organization and representation of  
information inherently impose powerful constraints on the way users are 
able to perform their tasks. The constraints are widespread and powerful. 
They affect users' procedures and even their cognitive strategies for 
performing tasks [39]. Cain and Haque described how HIT implicitly 
imposes workflows upon nursing [177]. White and Miers argue that the 
software of  information systems embody a model of  workflow, whether 
or not that workflow was understood and planned [178]. Further, 
unplanned tasks may be added to the workflow in an accidental manner 
when users have to deal with design-induced errors [173, 179] caused 
when properties of  information do not match the needs of  a task. 
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HIT developers may be reluctant to accept responsibility for 
constraining the way clinicians work with their applications, but taking a 
neutral design stance is mistaken. Information resources, like many other 
types of  resource, constrain the way they can be used to perform work. 
Constraints on information-dependent work are inherent to complex 
HIT applications. The only question is whether the workflow impact of  
an HIT application will be understood and planned as part of  systems 
design, or that its impact will be accidental and discovered after 
deployment.  

APPROACH 
MATH capitalizes on two established software standards: the 

Business Process Modeling Notation (BPMN) standard for modeling 
workflow [178], and the class and state diagrams of  the Unified 
Modeling Language (UML) to model HIT information architecture [180, 
181]. Originally popularized for web design, information architecture is a 
powerful, non-visible dimension of  usability for both mobile and client 
platforms. Information architecture is, therefore, a key part of  software 
design, defining an application's body of  content, and how it is organized 
for end-users [182].  

The traditional way to reduce undesirable HIT impact on workflow 
was to make conservative, incremental improvements to existing 
information systems. This cautious approach, however, can easily fail to 
exploit the full potential of  HIT or achieve benefits to justify significant 
costs. Our use of  standards develops well-defined models of  workflow 
and of  information architecture. As the paired models are being 
developed we can understand the implications of  design decisions for one 
on the other, so their respective designs can converge. MATH's high-level 
design goal is for workflow and HIT to function as a pair of  well-
matched, complementary components to improve the performance of  
care in a predictable manner.  

MATHflow 
The core capability is MATHflow, a visual diagramming tool that 

captures the existing workflow and information resources in such a 
manner to reveal how care should be improved with HIT. There is 
growing interest in workflow models as a tool to analyze and design HIT 
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[183-188]. Carayon, et al., argued that HIT necessarily involves 
workflow, but little is known about how to integrate the two [184]. 
MATHflow allows us to analyze how an HIT application will impact 
workflow by replacing, augmenting, or complementing important manual 
activities of  care, then evaluating the resulting model. MATHflow models 
can also explicitly represent the overhead tasks of  using HIT so we can 
identify and minimize them.  

MATHflow is independent of  any specific EHR. It is based on the 
Object Management Group's recent standard for Business Process 
Modeling Notation [178]. The standard for BPMN has been widely 
adopted for software requirements to support manual work by teams of  
people. Our use of  standards, therefor enables interoperability with other 
tools, such as workflow engines, external simulation and analytic tools.  

Innovation for information modeling 

MATHflow's integration of  workflow modeling, physical resources, 
and the use of  information resources is different than of  workflow 
diagrams. One of  MATHflow's major innovations is to increase the 
expressiveness of  BPMN 2.0 by implementing a small set of  modeling 
constructs that increase modeling power while simplifying the models. 
The extensions provide more flexibility and yet easier modeling of  
information resources, including HIT systems. BPMN comes with three 
types of  Information Artifacts: Document, Annotation and Group. 
MATHflow has extended the set with three types of  Information 
Resources: 

1. Person, such as a patient or a colleague providing information, 

2. Information System, such as an EHR or other HIT application, and 

3. Part, such as equipment that provides EKG, blood pressure, etc. 

This extended set reflects the richness of  information resource types 
commonly used in a clinical environment that must be explicitly 
documented in order to understand the complete flow of  important 
information. MATHflow distinguishes the access properties of  different 
types of  information resources. For example, the contents of  a Document 
can only be used by clinicians in the immediate vicinity. In contrast, the 
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contents of  an Information System can be shared electronically by a 
clinician in any location with a suitable device and access privileges.  

MATHflow builds an information dictionary that models 
information resources as objects and their contents as attributes, creating 
a record of  the information requirements of  a workflow. The tasks in 
MATHflow have an editor for entering the information requirements in 
terms of  the information attribute that is needed and the resource that 
provides it, which are then recorded automatically in the dictionary.  

Another innovative extension of  BPMN are complex decision gates. 
MATHflow's information dictionary tracks the relationships among tasks, 
information resources, the information attributes they contain, and any 
specific values for attributes. These data structures allow values of  
attributes that are set in one part of  a workflow to be used in the decision 
logic of  gates in other parts of  a workflow. Complex decision gates allow 
much more realistic and complex information flows to be modeled than 
conventional workflow tools.  

MATHflow can also model relationships between information 
resources. MATHflow has integrated UML class diagrams with BPMN 
in order to model user definable information resource artifacts and their 
relationships. In essence, researchers can model any HIT system to 
analyze how it will impact workflow as an information system. 

Innovation for formative evaluation and analysis 
MATHflow's new capabilities to integrate information modeling with 

workflow allow the MATH method to make trade-off  analyses between 
better information resources for less need of  physical resources, such as 
the labor of  highly skilled clinicians. These analyses provide valuable, 
formative evidence about the HIT impact during the design stage of  a 
project to guide decision making about HIT functionality.  

The MATH method 
MATH documents how care is currently performed with existing 

information resources, identifies problems and how they can be mitigated 
or eliminated, with a focus on better designed HIT (Figure 1). The first 
step of  MATH is similar to popular process improvement methods [189], 
but the rest of  MATH is a variant of  "concurrent engineering" in which 
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multidisciplinary teams collaborate on a common design objective [190]. 
MATH iteratively combines "patient-centered design" with conventional 
"technology-centered design." The objective is a pair of  matched designs 
that work smoothly together as: 1) a measurably better workflow of  care, 
and 2) a cost-effective, highly usable HIT application whose information 
flow maps to the needs of  the better workflow.  

� 

Figure 1. The MATH method. 

Step 1 is an observational study that applies ethnographic methods to 
discover, model and understand how clinical care is currently performed 
using existing information resources. This produces the dictionary of  the 
information required to support it and identifies awkward workflows and 
problems.  

Step 2 is an analysis of  HIT options to address problem areas, such 
as information organization or sequence that does not match workflow, 
presentation format does not match tasks, information degraded because 
diverse resources must be integrated manually, or excessive user attention 
to control existing HIT functionality.  

Steps 3 through 6 progress through several iterations. In Step 3 we 
analyze the information architecture for each option. The information 
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architecture defines the content and organization of  a body of  
information needed to support the workflow. MATH analyzes the 
information architecture for each option in Step 3. It can be readily 
translated into key software specifications using UML [180, 181], 
establishing a connection between the workflow benefits of  HIT and its 
technical feasibility and cost.  

Step 4 uses formative evaluation to compare at least two options: "as-
is" and a proposed "to-be." A key principle of  evidence-based HIT is that 
computing functions should be prioritized on the basis of  their impact on 
better care. The evidence of  improvement should be the benefits to 
workflow, such as gains in the quality or efficiency of  care. In our 
experience, user participation in this step can quickly generate ideas for 
several to-be options. We organize these into several coherent options 
from Steps 2-3 and estimate the dimensions and magnitude of  
improvement for each. The results provide valuable formative evidence 
about beneficial impact on workflows of  clinical care.  

Step 5 considers each HIT option's technical difficulty, time to 
availability and cost. These are the typical decision making factors in 
conventional design, but they should be weighed against their impact on 
the efficiency and quality of  care to select the best option.  

Step 6 transitions responsibility for prioritizing the options to the 
clinic's leadership, stakeholders, and information technology staff. We 
facilitate their analysis to rank order the options based on their values for 
patient care. The analysis weighs the trade-offs of  three factors for each 
option: 1) the value of  care improvement, 2) the technical risk, and 3) a 
cost estimate for the project to acquire or implement each option.  

MATH enables researchers working with care stakeholders to 
capture workflow improvements and connect them to HIT design. This 
connection enables design trade-offs between the added value of  an HIT 
system in terms of  impact on the quality or efficiency of  clinical 
workflow, and HIT technical implementation factors, such as feasibility, 
risk, cost and schedule. MATH addresses three of  the Institute of  
Medicine's dimensions of  quality: patient-centered, efficiency, and 
timeliness [3]. MATH closes the gap in conventional methods by 
integrating the capture of  how clinical care is actually performed, the 
options for how it could be improved in measurable ways if  supported by 
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better HIT applications, and the algorithms, data, and user interface 
concepts of  those applications. A benefit of  bridging the gap between 
workflow and the design and HIT is reduced cost and time for software 
development.  

MATH provides a methodical and understandable means for 
stakeholders to direct strategic, cost-effective workflow improvements [27, 
78]. A feasibility study illustrated how increased insight into the workflow 
and information flow of  a large primary care center resulted in a 
predictable and measurably better workflow. 

Feasibility demonstration 
We applied the MATH method, tools and techniques in a study at a 

primary care clinic in the Puget Sound region. In collaboration with 
VHA Medical Informatics and clinicians, our team of  analysts followed 
the MATH method to:  

• Develop an as-is workflow model of  how care was practiced using 
existing information resources, 

• Analyze how workflow could be improved with better HIT, 

• Perform formative evaluations to predict the HIT impact on a to-be 
workflow,  

• Build and test an alpha version of  HIT software and compared 
results with MATH predictions. 

Modeling and analysis took about sixteen hours of  semi-structured 
interviews and observations with providers and nurses. Thirty hours were 
spent for model-building, analysis, and design. The design was then 
implemented in an alpha version of  software, tested in a summative 
evaluation that took another 22 hours of  subject interviews, and 20 hours 
of  software testing by subjects. 

Evidence-based HIT requires understanding the way clinicians 
currently perform care so that improvements can be identified, 
prioritized, and incorporated into design of  a better system. Figure 2 
shows the top-level MATHflow model of  current practice for patient 
visits to a primary care clinic in the Puget Sound region. Patients arrive at 
the clinic in the upper left corner of  the diagram. Patients follow one of  
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the optional paths defined by decision gates (diamonds) based on 
probabilities or logic rules. 

� 

Figure 2. High-level primary care workflow. 

 MATHflow uses the colored rows as "swim-lanes" to organize the 
visual layout of  various job types in the clinic. Figure 2 shows one task 
activity in the Receptionist lane Schedule new appointments (top right) and 
one sub-process for Check-in patient (top left). Sub-processes have a small 
cross at the bottom-middle, indicating they contain a lower level flow 
made up of  tasks or sub-processes. For example, in the swim-lane for 
PhysicianMD there is a sub-process for Continue assessment-plan, which 
waits at the message symbol until test results arrive.  

The Continue assessment-plan sub-process has been opened in Figure 3 
to display more detail of  the workflow it contains. It has several tasks, and 
also several more sub-processes, which in turn can be opened for more 
detail. Workflows reflect many factors, including the type of  patients and 
the care they need, the nature of  the work entity that moves through a 
workflow, the personnel and organization of  the clinic, facilities and 
equipment, regulations, and clinic policies. Managing detail with 
hierarchies of  sub-processes is one feature that allows MATHflow to 
represent large, complex workflows without displaying an overwhelming 
amount of  detail.  
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� 

Figure 3: Detail for the sub-process Continue assessment plan. 

Figure 3 shows a sub-process of  a provider receiving the test results  
and beginning the tasks of  the sub-process by confirming the diagnosis 
and severity. This workflow reflects clinic policy for contacting patients 
depending on the severity. The life threatening decision gate represents a 
rare, but important possibility that the diagnosis requires the provider to 
contact patients immediately to get them to nearest emergency room. 
Otherwise, the flow continues to Determine appropriate intervention, where 
treatment is planned or further tests ordered. VHA policy requires that 
patients be informed of  all test results. The workflow in the right half  of  
Figure 3 reflects three non-critical priorities and the permissible means 
within each level for contacting patients. The workflow was carried out 
manually at the cost of  about 40 hours a month per provider. According 
to interviews only about 33% of  phone calls actually reach the patient 
directly. Churn and phone-tag identified this workflow as a candidate for 
HIT improvement. 

Scoping sub-processes 
A new sub-process is needed when the entity of  clinical work 

changes. For example, in Figure 2 at patient arrival the work entity is a 

~ Page !  ~169



patient's visit registration. Other sub-processes in Figure 2 have entities 
for patient exams, treatment plans, and lab tests. These are distinctly 
different and the scope of  each sub-process must account for the 
transformation of  its work entity to its goal state. For example, the sub-
process for a lab must account for how the entity of  a blood draw is 
transformed to the goal state, which is a lab test report. Importantly, 
MATH can also model and analyze HIT support for work entities that 
are conceptual, such a diagnosis, or a treatment plan [29].  

A workflow is also constrained by resources, including information 
resources. The initial as-is MATHflow model of  the clinic captured how 
care was actually performed and how that was constrained by the context 
and availability of  resources, including physical resources and 
information resources, as shown in Figure 4. Our focus is to understand 
current workflow to determine how HIT should improve care. But we are 
primarily focused on modeling workflow at the level of  detail that reveals 
how information is accessed, used, changed and recorded.  

Capturing information flow 
The flow of  information is not identical to the workflow of  clinical 

care. Patients, tests, diagnoses, treatment plans, etc. are some of  the 
entities that flow through clinical care. In contrast, information about 
them flows in and out of  care activities, which can change it.  

Most diagramming tools for software are aimed at creating elegant 
design solutions, as opposed to the complex, and often informal way that 
healthcare is actually performed. MATHflow represents information that 
is distinct from, but related to clinical workflow, providing the flexibility 
needed to capture the way care is actually performed with information 
resources. All the information resources that are used in a clinic must be 
documented, whether they are physical or electronic. In a clinical 
environment the information resources may include media that are 
paper, digital, mechanical equipment or analog instruments. Information 
resources also include people, adding complexity that may overwhelm 
conventional modeling languages. Doctors and staff  may play the 
multiple roles of  labor resource or information resource. Further adding 
to the complexity, the patient may have multiple roles: as an entity of  
care, as an actor for self  care; or as an information resource.  
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The complexity of  clinical care requires a representation for 
information that is distinct from, but related to clinical workflow. The 
information modeling capability in MATHflow allows it to represent 
large, complex workflows without displaying an overwhelming amount of  
detail. By treating information as a resource (instead of  a task) the models 
are visually simpler, while capturing complexities of  the variety of  
important information resources and the interaction between computing 
functions and manually performed functions. 

� 

Figure 4. Information Use Editor. 

Figure 4 shows how information used for High priority contact patient is 
modeled. The Task Properties editor tab has been opened for Input/
Output Information Resource. On the left is information needed to 
contact patients, entered in terms of  the attribute name and the resource 
object where it was accessed. The right panel shows outgoing 
information attributes for logging the call into the computerized patient 
record system (CPRS), leaving a priority-2 message on the patient's 
voicemail, or scheduling an appointment. The editor captures 
information use from all media.  
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There are several important reasons to capture all the types of  
information resources that are used in a clinical workflow, whether digital 
or not: requirements for an HIT application must reflect how it fits into 
this complex information environment; some physical information 
resources may be good candidates for an improved HIT system; there 
may be overlapping records in different media that need better 
configuration management, and; integration of  physical and digital 
resources can be a source of  inefficiencies that should be corrected in a 
new system. 

Until recently workflow models captured information requirements 
in an ad-hoc manner. For very small incremental effort, however, 
MATHflow captures the use and flow of  information in a manner that 
integrates it with activities and their flow. Through the use of  the 
information property editor, as the analyst builds the workflow model the 
editor also captures a dictionary of  all the information attributes that the 
workflow tasks need (and only the information that they need) and their 
flow as well. MATHflow automatically builds the dictionary from the 
entries in the properties editor. Table 1 shows the concept of  the 
information dictionary. 

Table 1: MATHflow information dictionary. 

The information dictionary lists each task in the workflow down the 
left column and the information attributes across the top. The resulting 
matrix captures information usage patterns needed by the tasks of  a 
workflow. For example, task A does not need attribute 1, but it does need 
attributes 2 and 3, and so on.  

The information dictionary offers a unique way to manage the 
complexity of  models. MATH's implementation of  complex gateways 

Information 
Attributes

Workflow 
Tasks

1 2 3 . . . n

A 0 1 1 0 1

B 1 0 0 1 0

C 1 0 0 1 0

. . . 0 1 1 0 1

Z 1 1 1 0 0
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differs from the BPMN standard, since the standard does not share 
MATH's concept of  information resources. MATHflow has complex 
decision gateways that can check the value of  an information variable in 
the dictionary, and then select which outgoing flow to take based on its 
value. This allows activity in one sub-process to determine the behavior 
in another without drawing long flows across pages. The dictionary, thus, 
becomes the connection between HIT improvements and care workflow.  

MATH allows us to analyze how an as-is model of  workflow can be 
improved by changing the resources that provide information. This 
innovation has the added benefit of  representing both manual tasks and 
HIT tasks in the same notation, which is key for integrating HIT into 
workflow improvements. Rather than focusing on the features of  HIT it 
is treated as an information resource that supports or performs tasks. 

Analyzing options for improvement 
Our study of  the clinic identified a significant problem area and lead 

to the design of  measurable improvement. Using MATH led to 
important understanding of  the demographics and the context in which 
care takes place. For example, the VA offers web-based MyHealthEvet 
for access to veteran health benefits and services, but clinic personnel 
estimated that only about 10% of  their patients use it. In addition, the 
patients of  this clinic typically have multiple comorbidities and complex 
treatment plans. Consequently, providers wanted to talk with patients to 
check how well they could carry out new orders. Recent surveys show a 
strong preference for real-time phone conversations with providers when 
new orders are issued [191, 192].  

The new workflow enabled by the new HIT application is shown in 
Figure 5. The unproductive activity (right half  of  Figure 3) has been 
replaced with an software product named Priority Contact, which won an 
award in the national challenge competition SMART Apps for Health 
[193]. Priority Contact was designed to interact with EHRs by reading and 
writing data via the new SMART Connect interoperability standard, 
while running on its own, separate web server to allow maximum 
functional flexibility. 
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Figure 5. More efficient workflow with a new HIT resource. 

MATH trades better information resources for less use of  physical 
resources, such as the work time of  highly skilled clinicians. In exchange 
for the large reduction in effort clinicians set up and monitor a contact 
plan for each patient. Priority Contact integrates this information with 
patient activity and the remaining manual clinician activity.  
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Figure 6. User interface and contents of the contact plan. 

The contact plan waits in the background until the doctor enters a 
patient's identity and contact priority via the user interface shown in 
Figure 6. Another benefit of  design integration is that the user interface is 
simplified when it is based on the desired workflow and information flow. 
To start the new patient contact workflow a clinician reviews, edits, and 
launches the plan, which reads the EHR for the remaining information it 
needs and then provides the data needed to carry out the algorithm 
shown in Figure 7.  
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Figure 7: Algorithms derived from workflows. 

Figure 7 shows how the as-is workflow of  manual activities was 
translated into an algorithm that is now carried out by the patient, 
clinicians, and the software agent. The algorithm was derived from the 
as-is workflow. They accomplish the same purpose but far more 
efficiently by integrating HIT functions and automation with manual 
tasks. Priority Contact does not replace important real-time conversations 
between clinicians and patients (represented by the four sub-processes on 
the far right). It enables them to happen more quickly, with less 
frustration and wasted effort. The system can handle urgent, Priority 1 
contacts by calling multiple phones simultaneously and repeatedly until 
the physician is notified that one of  the phones answers or calls back.  

Principles of  formative evaluation  
Developers need guidance during the design stage of  HIT for their 

project to reliably benefit clinical care. The importance of  evaluating 
HIT applications for their impact is well established [194, 195], but 
conventional methods require some version of  the software to evaluate 
impact. This has traditionally meant conducting evaluations after the 
major design decisions of  an application were already decided, so the 
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results had to wait until the next version of  the software. Little could be 
done to improve any fundamental design problems during in the 
intervening months or years while clinicians dealt with unplanned 
overhead and risk of  errors. Evaluation needs to provide feedback before 
a project has reached the point where it is too expensive or difficult to 
make major changes.  

The growing use of  usability evaluation like TURF (Chapter 6) is an 
example of  how formative evaluation can provide timely feedback to 
improve user interfaces [7]. MATH's focus on achieving synchrony of  
workflow and information flow complements TURF's deep focus on 
individual user interface designs. By moving the evaluation of  workflow 
impact much earlier in the HIT life-cycle MATH can "build-in" the 
benefit of  HIT through model-based design iterations.  

Formative evaluation for quality 
Clinicians were able to understand and critique MATHflow 

diagrams with minimal training. They performed exhaustive manual 
model checking to evaluate the quality of  to-be workflows were 
conductive using the cognitive walk-through technique [36]. Clinicians 
and developers worked in joint sessions to review every path and drill-
down into sub-processes for correct conformance with appropriate care, 
efficiency, and feasibility. As shown earlier in Figure 6, user interface 
images could be linked to tasks in MATHflow to make the evaluation 
more tangible.  

An important patient safety criterion was a workflow that allowed 
clinicians to maintain positive situation awareness until the need to 
contact the patient was resolved, e.g., "What should happen if  the patient 
does not have voicemail, or nobody checks it?" When either a provider or 
a developer recognized a problem they negotiated by suggesting other 
options, then checking if  it worked from both perspectives. 

Another key part of  the walk-through was the flow of  information, as 
depicted in Figure 8. The integration of  human tasks and those 
performed by Priority Contact was mediated by the common use of  
information objects: i.e., both HIT and the human users operate on the 
same information objects, but with a more appropriate allocation of  
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responsibility. Figure 8 illustrates how MATHflow makes the information 
requirements explicit for review by both clinicians and developers. 

� 

Figure 8. Information used by tasks in the to-be workflow with Priority Contact. 

Formative evaluation for efficiency 
The property sheets of  tasks include tabs for Time/Duration and for 

the Performers of  a task. They allow MATHsim to analyze an important 
trade-off: less use of  labor resources for access to better information 
resources. 

MATHsim is a discrete-event simulation engine [37] that is integrated 
with MATHflow. It reads models from a MATHflow database, and 
performs Monte Carlo simulation to measure the performance of  the 
models under user-supplied workloads, allowing multiple models to be 
compared against one another. The results are quantitative distributions 
of  task times and resource usage. MATHsim first provided a baseline for 
the as-is model, then evaluated the impact of  different options for Priority 
Contact. 

MATHSim runs several independent trials, each of  which contains 
process instances that may interfere with another's operation. Monte 
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Carlo uses a pseudo-random number generator. Process state is 
maintained by a discrete event queue.  

MATHSim runs several independent trials, each of  which contains 
several process instances that may interfere with one another's operation. 
MATHsim uses a strong pseudo-random number generator, and the 
process state is maintained by a discrete event queue [196].  

MATHsim executes a computer-based simulation by generating all 
possible workflow and information resource combinations to estimate 
important performance statistics, such as the distribution for how long a 
workflow will take or how much time it will require from a given type of  
resource, such as a doctor. One of  the key innovations of  MATHsim is 
that makes appropriate distinctions between the constraints for using 
digital information resources vs. physical information resources.  

Figure 9 shows MATHsim's formative evaluation that compares the 
number of  clinician hours required for the workflow to contact 100 
patients about test results with thirty replications to approximate a 
normal distribution around the modes.  

� 

Figure 9. Comparison of monthly hours spent contacting patients. 

The comparison of  as-is and to-be in Figure 9 was evidence of  a 
promising advantage of  about 26% time savings for a workflow using 
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Priority Contact. The results were also consistent with available clinic 
historical data and also with test data from user interface prototypes.  

RESULTS 
Based on the formative evaluation we developed the software for an 

alpha test of  Priority Contact. The to-be model and its information 
dictionary provided detailed specifications of  how the application should 
work in the context of  the workflow. The alpha version was web-based 
and used web-voice services to call and send text messages to mobile 
phones belonging to members of  the research team (playing the role of  
patients); a set of  20 test lab results designed to represent four levels of  
patient contact priority (Table 3) from urgent (Priority 1) to routine 
follow-up (Priority 4). The fictitious test patients, (created by SME; 
validated by the principal investigator) contained (1) minimal clinical 
history (name, age, gender, presence of  diabetes), whether the test was for 
a new or existing problem and (2) lab values that represented an increase, 
decrease, or new change from previous value. The percentage of  cases in 
each priority level were weighted to represent an average week. 

Test data were recorded on a convenience sample of  ten clinicians 
from a variety of  roles. Participants were not compensated but were 
incentivized by the opportunity to influence the design of  their future 
work systems. The study setting was an outpatient primary care clinic at a 
VA healthcare facility in the Puget Sound area. Participants tested the 
software on their desktop PCs at their normal places of  work.  

Each evaluation trial included a pre-intervention interview, 
summative user testing by clinicians in their own work settings, followed 
by a post-test interview, and an optional observation session.  

The test users performed patient contact tasks with the prototype at 
their normal workstations while test administrators recorded the same 
variables as in the formative evaluation. They tested the application using 
the internet browsers on their workstation computers using simulated 
patient records. No patients were contacted and no identifiable personal 
health information were used. Because the alpha version of  the prototype 
is not linked to the EHR, study subjects were delivered realistic, mock 
alerts regarding test results via email (1-5 alert emails per day at various 
times of  day throughout the 7-14 day study period. Total = 20 cases). 
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Test administrators recorded the data that included the same variables as 
in the formative evaluation for efficiency. The revised models based on 
the summative evaluation results for contacting 100 patients are shown in 
Figure 10.  

� 

Figure 10. Alpha test results. 

Figure 10 shows the revised models based on the results for the 
summative test results on the work time for the sample of  medical 
professional users. It produced a highly similar pattern of  results to those 
predicted by the model-based, formative evaluation. Both were highly 
significant, but the formative prediction was more conservative then the 
benefit measured empirically in the summative test. The results of  the 
summative evaluation showed a larger 53% savings for the quantitative 
impact on workflow, but also revealed policy changes that would be 
required to realize the benefits of  the new system. 

DISCUSSION 
The concordance of  Figures 9 and 10 demonstrates the feasibility of  

MATH's modeling techniques to make the impact of  HIT on clinical 
workflow predictable and measurably beneficial. Although the results 
should be replicated across a range of  clinic situations, patient contact 
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represents a considerable scope integrating HIT functions with 
automated functions, communications and manual activities of  clinicians 
and patients into a coherent, efficient workflow, with error handing for 
patient safety.  

The patient contact project is currently at the step for Feasibility and 
Cost Analysis (Step 5 in Figure 1). An earlier prototype won an award 
using the common SMART Apps API to access test patient records [38]. 
For ethical reasons the alpha study used graduate students acting as 
patients. The promising results of  the feasibility demonstration should 
justify additional investigations leading towards widespread adoption. 
The alpha version of  Priority Contact is made up of  web services that allow 
for flexibility and customization. Data interoperability, however, is not 
only a technical issue. Policies about security and permission have to be 
negotiated. So, the value of  the benefit will be weighed against the 
difficulty of  changing policy or getting exception to it in the Trade-off  
Analysis (Step 6). 

Although we cannot make claims about causality on the basis of  one 
study, the accuracy of  the predictions was certainly based in large part on 
the level of  detail in the workflow models. The to-be workflow was 
planned as part of  the design and task time estimates for clinicians 
included data from testing user interface prototypes, three-point estimates 
from subjects and estimates based on similar tasks. Team member skills 
and the enthusiastic participation by clinicians factored in the study's 
success. 

The main methodological conclusion is that a systems modeling 
approach using MATH can work well to discover how HIT should be 
applied to improve the workflow of  clinical care. MATH adds value in 
several distinct ways: 

Information modeling 
Workflow models can serve as a heuristic to increase the accuracy for 

identifying the information that is actually used. A workflow can add 
important context that aids recollection of  information use, as compared 
to conventional methods, such as focus groups. Workflow modeling also 
reveals inconsistencies or gaps in our understanding of  information use, 
which can be addressed in follow-up interviews or observations. Also, by 
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treating information as a resource, instead of  a task, the workflow models 
are more tractable in size and complexity.  

Cost effectiveness 
Our methodical technique of  stepping through the workflow to 

identify needed information provides a technique to cross-check for 
greater thoroughness of  both tasks and information needs. This iterative 
part of  our method increases its focus for cost effectiveness. Our method 
for model-based systems engineering requires moderately high levels of  
skill in several areas: planning and carrying out semi-structured 
interviews, analyzing existing information resources and standards, and 
systems modeling in a diagramming language based on the BPMN 
standard. This combination of  skills pays off  by needing less time from 
the clinic personnel. This is an important practical factor since 
cooperation of  clinicians is essential to the success of  any modeling 
project and their time is scarce. MATH models can be reused for other 
projects. We expect libraries of  reusable model components to reduce the 
modeling effort over time. 

Automated generation of  an information dictionary is another cost-
effective feature of  MATH. The dictionary indexes information 
attributes to the each of  the tasks where they are used, giving some 
indication of  the value of  that specific information. It also indexes the 
information to the immediate information resource, which reflects the 
value of  the resource. Redundant information resources often add 
overhead cost to manage them and keep them synchronized. The 
information dictionary has important implications for standardizing 
information types/usage. 

Information resources, like other types of  resource, constrain the way 
people can use them to do their work. A workflow reflects many other 
factors as well, but our method shows how, given those conditions, a 
given set information resources impact a work system. We have identified 
three possible strategic options to take advantage of  this principle: 

1. Understanding and problem discovery: MATH identifies what 
information is actually used, where it is used in workflows, and how 
the resources that provide it constrain care. This was illustrated by 
the as-is model in the feasibility demonstration of  this report.  
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2. Problem investigation: A given problem area in operations could be 
specified, and MATH could be applied to diagnose the role of  
current information resources and analyze options to mitigate or 
eliminate the problem. 

3. Evaluating the impact of  new information resource: A model of  
current operations could be analyzed for the impact of  a new 
information resource during its design stage. This formative 
evaluation would guide design decision making to prioritize 
functionality by positive impact and identify negative impacts and 
assist to design ways to avoid or mitigate them. 

MATH stops short of  deciding how the beneficial impact of  HIT 
should be used. Instead, MATH makes the benefits explicit to allow 
healthcare leaders to decide their value in an informed manner. For 
example, time-savings could be used to see more patients, to spend more 
time with current patients, or to alleviate overworked personnel. MATH 
brings innovations in workflow modeling for HIT design:  

1. Integrating the representation of  healthcare workflow and 
information flow, 

2. Identifying information problems and solution options, 

3. Synchronizing the design of  HIT functions with manual tasks to 
form a coherent overall workflow, 

4. Prioritizing options for HIT functions on the basis of  evidence of  
benefit to workflow, including analyzing trade-offs of  better 
information resources for less need of  physical resources, 

5. Providing a clear connection between improvements of  clinical 
workflow and the design of  the HIT software.  

These capabilities enable a new, evidence-based approach to HIT 
design that can be rapidly translated into software specifications. By 
filling the strategic gap of  conventional approaches we can move towards 
a vision where HIT serves as a methodical means to reduce health care 
cost while improving its quality. Physicians, executives, and health care 
leaders must select and direct HIT projects, but in conventional 
approaches they do not have sufficient information to answer such 
fundamental questions as: 
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Table 2. Fundamental questions about EHR. 

Failure to answer such fundamental questions during software 
engineering for HIT creates risk of  unpredictable, negative impacts on 
care. Until HIT can be understood in terms of  added-value to care and 
applied reliably to realize those benefits, its potential to improve the 
quality of  care while reducing cost could remain elusive. Conversely, 
supporting health care leaders with the answers will enable them to them 
to plan and compare HIT projects, and provide the visibility needed to 
direct the execution of  projects in a manner that reliably achieves 
planned improvement to care and its cost. Most importantly, it will allow 
healthcare leaders to participate in concept design by deciding the 
appropriate role of  computing for their professional responsibilities. 

Workflow reflects a variety of  factors that combine in unique ways. 
Some of  the factors unique to a clinic may be too important to its success 
to sacrifice for a one-size-fits-all HIT application. HIT must play a better 
supporting role to realize its great potential to improve healthcare. 
MATH can quickly design custom solutions to maximize benefit and 
avoid unwanted impacts. 

FUTURE DIRECTION 
Patient contact is intended as just one example of  how MATH can 

capture current care with existing information resources, identify options 
for measurable improvement with HIT, and provide evidence to select an 
HIT solution. Current MATH projects include a Patient-Centered Case 
Management System for multiple sclerosis, a referral clinic for chronic 
pain treatment, and a hospital admissions workflow planned to start in 
September, 2014.  

A. How will a new EHR change current 
clinical care activities and decision making?

D. How large are the reductions in cost 
of care?

B. What benefits to care will the new 
arrangement of activities and decisions 
bring?

E. Is there a range of options available 
for HIT functionality ?

C. Are there undesirable impacts on care or 
cost?

F. How favorable is the return on 
investment for each option?
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These projects will take advantage of  more powerful features that 
have recently been added to MATH to take advantage of  information 
modeling. For example, the decision logic for gateways can now be 
governed by information values that are output by tasks. This feature, in 
turn, allows us to model more complex interactions between information 
systems and workflow when the information from one task can govern 
the behavior of  another part of  the workflow. MATH also now has the 
capability to calculate the information architecture needed by the 
information flow, and export them as Java classes. A new web-based 
version of  the MATH toolsuite is also in development.  
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ABSTRACT 
We describe the development of  usability and safety-enhanced design 

(SED) guidelines for creating electronic health record (EHR) systems. A 
systematic search and expert review process identified 303 design 
principles from four major guideline documents. Principles were grouped 
into 14 categories (consistency, visibility, match, minimalism, memory, 
feedback, flexibility, messages, errors, closure, undo, language, control 
and help) and illustrated examples added. The EHR Design Guidelines 
are freely available at https://sbmi.uth.edu/nccd/ehrusability/design/
guidelines/. 

INTRODUCTION 
We developed user-centered electronic health record (EHR) system 

design guidelines to minimize issues hindering EHR usability. Compared 
to the term "standards," which implies mandatory quality levels and 
minimum requirements, "guidelines" are less stringent general 
suggestions and advice. EHR Design Guidelines are best practices that 
target novice and expert designers of  EHR systems. Purchasers of  EHRs 
may also find the Guidelines useful, especially when evaluating new 
systems or customizing existing products. 

EHR Design Guidelines differ from general information technology 
interface design recommendations because they are specific to healthcare. 
The Guidelines are intended to be practical, but flexible—neither overly 
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broad or finely detailed. The Guidelines encourage safety-enhanced 
design (SED). Many of  the recommendations are based on academic 
theory and validated by empirical studies. Most are presented with 
justification and concrete examples. 

APPROACH 
The EHR Design Guidelines were developed in four steps (Figure 1). 

� 

Figure 1. Summary of general guideline development. 

Data collection 
We identified 23 documents related to usability through electronic 

searches of  Medline (1946-2012), Google, and Google Scholar with the 
search terms and keywords: 

• Guidelines (MeSH & "explode"), principle, heuristic, 

• Software design (MeSH & "explode"), information systems (MeSH & 
"explode"), and usability, 

Search terms and keywords were conjuncted by "or" in each 
category, and "and" between categories. MeSH terms included narrowed 
terms. 

•

•

•

•

•
•

•

•
•
•
•
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Inclusion criteria 
We reviewed articles: 

• That were related to a computer-based system, 

• That were related to usability, human computer interaction or 
human factors, 

• Whose guidelines or principles included system design "do's and 
don'ts," 

• Originated from a trustworthy source or were supported by empirical 
studies and/or validation procedure. 

Four documents were selected for consideration. Two examiners 
rated each document as "potentially relevant" or "potentially not 
relevant." From each "potentially relevant" document we collected: year 
of  publication, author, level of  descriptive granularity (high/low), 
reliability (high/low), healthcare relevance, number of  guidelines, and 
URL. In case of  missing references, we circulated findings to a group of  
usability experts for justification and help uncovering missing items. 

Guideline compilation 
The four documents included instructional principles for system 

design. All principles were extracted into a Microsoft Excel spreadsheet 
for group review to ensure each guideline was applicable to the design 
and development of  EHRs and SED. Duplicates and overlaps were 
consolidated using an inter-rater method.  

To ensure guidelines were EHR specific, SED's eight meaningful use 
(MU) objectives were mapped: medication list, drug-drug and drug 
allergy interaction checks, medication allergy list, e-prescribing, 
computerized provider order entry (CPOE), clinical decision support, 
electronic medication administration record and clinical information 
reconciliation. We found some guidelines did not fit into any MU 
objectives whiles others fit into many MU objectives. Reviewers 
eliminated guidelines that did not fit an MU objective and labeled 
multiple MU objective guidelines as general principles. 
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Consolidation and explanation 
A total of  303 guidelines were categorized into 14 heuristic principles 

[57] with illustrative examples and cross-category references. 
Consolidation occurred via group discussion using inter-rater methods to 
resolve duplicates and overlapping guidelines from multiple sources of  
documentation and to classify guidelines into an established coding 
scheme. 

We used the heuristics developed by Zhang, et al [57] as our coding 
scheme and generated 14 heuristic-specific reports listing applicable 
principles with examples. 

RESULTS 
Our Medline search returned 25 articles. After reading each title and 

abstract, none was considered "potentially relevant" to EHR system 
design. Google and Google Scholar identified 23 documents. Through 
group discussion, experts suggested two additional documents as 
"potentially relevant" that were not identified by our search strategy: 
white papers and industrial brochures that lacked explanations and 
validation processes.  

We excluded articles that were either rules of  thumb or 
reorganizations of  established guidelines. Four documents from reliable 
sources were selected for general guideline compilation (Table 1). 

Table 1. General features of qualified guideline documents [197-200]. 

Year Title Domain Volume Method 

2001
113 Design Guidelines for 
Homepage Usability

General
26 categories 113 
guidelines

Empirical 
study based

2006
The Research-Based Web Design 
& Usability Guidelines

General 209 guidelines 
Expert 
review 

2012
Microsoft Health Common User 
Interface Guidelines

Health
33 categories with 
thousands 
guidelines

Expert 
review 

2012

A Human Factors Guide to 
Enhance EHR Usability of Critical 
User Interactions when Supporting 
Pediatric Patient Care

Health
9 categories of 
recommendations

Expert 
review 
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Compilation of  guidelines based on MU objectives  
Table 1 principles were tabulated as shown in Figure 2. Principles 

were categorized by applicability to MU process, sequence ID, principle 
summary, source document and access hyperlinks. Numbers represent an 
internal index to locate related descriptors. For records without an index, 
such as principles from Microsoft Corporation's common user interface 
(CUI), hyperlinks provide access. 

Reviewers justified the relevance of  each principle to EHR design 
using a color code (Figure 2). Green indicates the principle was 
applicable, red inapplicability, and yellow uncertainty. Reviewers then 
matched each principle to a MU task and labeled with the top two-most 
applicable MU processes. Each record was duplicated in additional 
spreadsheets by MU task. A principle was considered "general" if  it 
applied to more than four MU tasks. Inconsistent labels were resolved 
through group discussion. 

� 

Figure 2. Table structure of compiled guidance principles. 

A total of  303 principles were identified as applicable to the design of  
EHR systems. Approximately one-third (133) were classified as general. 
The remaining 170 principles were categorized by the eight MU 
processes (Table 2). While we tried to assign principles to exclusive 
categories, approximately one half  were cross labeled, meaning they 
applied to more than one process. Table 2 shows the distribution of  
principles by MU process. Table 3 shows e-prescribing as an example of  
how assigned principles were organized under each category of  MU 
objectives. 
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Table 2. Distribution of principles by MU objectives. 

The majority of  results retain their original section or sequential 
number under the Principles column. Original numbers are locators for 
retrieving principle details in corresponding source documents. Because 
guideline principles extracted from Microsoft's CUI do not carry 
numbers [200], we added hyperlinks to source files. The numbers 
attached to Principles from other source documents include: 

• DHHS – the format of  numbers is (A B: C) – A is page number, B is 
chapter number and C section number [198]. 

• 113 Nielsen – the format of  numbers is (A) – A is the sequence 
number [197]. 

• NIST-7865 – the format of  numbers is (A) – A is the sequence 
number in an aggregated table of  guidelines [199].  

MU objectives Number of principles that fit into this 
category (may overlap)

Medication list 8

Drug-drug and drug allergy interaction 
checks 25

Medication allergy list 25

E-prescribing 55

CPOE 64

Clinical decision support, 12

Electronic medication administration record 13

Clinical information reconciliation 45
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Table 3. Compilation of guidelines for e-prescribing. 

14 heuristic-based guideline reports  
Each guideline was assigned the most appropriate heuristic category 

and referenced in other relevant categories. Reports begin with a 
definition, applied situation and heuristic example (Figure 3). Guideline 
principles are organized into sub-categories.  

� 

Figure 3. An example in visibility guidelines. 

ID Principles
Source 

Document
s

113 121 13:1 Distinguish required and optional data entry fields DHHS

114 123 13:3 Label data entry fields consistently DHHS

… … …

135 71. Use dropdown menus sparingly, especially if the items in them are not 
self-explanatory

113 
Nielsen

136 24. Only use imperative language such as "Enter a City or Zip Code" for 
mandatory tasks, or qualify the statement appropriately

113 
Nielsen

… … …

192 IIA. Protect against mode errors for mg/kg dosing and ml dosing. NIST-7865

193 IIB. Flag that an intended dose is unusual. NIST-7865

… … …

247 Provide a visually-rich chart of information relevant to, and prioritized for, the 
administration of drugs

Microsoft 
CUI

248 Support the presentation of drugs with different characteristics (such as 
Significant Duration, Once Only or As Required drugs) within one view

Microsoft 
CUI

… … …
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Each guideline includes a locator linking the document and page 
where the principle originates. Detailed descriptions and examples are 
also given (Table 4). 

Table 4. Layout of guideline principles in a typical report. 

DISCUSSION 
Time constraints and the innate disadvantages of  search engines and 

databases for systematic reviews made it impossible to include all relevant 
resources. Our results are, therefore, based on a subset of  existing 
guideline documents. To compensate, we detailed our methods to make 
our search strategy reproducible to others. This may also help expand the 

Visibility regarding navigation

Locate the primary navigation area in a highly noticeable place, preferably directly 
adjacent to the main body of the page (Zhang et al., 2003) Nielsen’s 40

Group items in the navigation area so that similar items are next to each other (Zhang et 
al., 2003) Nielsen’s  41

Use site maps (Nielsen, 2001) Usability.gov 7:10

Breadcrumb navigation (Nielsen, 2001) Usability.gov 7:12

Place primary navigation menus in the left panel (Nielsen, 2001) Usability.gov 7:5

Provide navigational options (Nielsen, 2001) Usability.gov 7:1

Provide feedback on user's location (Nielsen, 2001) Usability.gov 7:4

Present tabs effectively (Nielsen, 2001) Usability.gov 7:7

Use descriptive tab labels (Nielsen, 2001) Usability.gov 7:6

Visibility regarding page and content layout

Show dates and times for time-sensitive information only (Zhang et al., 2003) Nielsen’s 
105

Use appropriate menu types (Nielsen, 2001) usability.gov 7:9

Order elements to maximize user performance (Nielsen, 2001) usability.gov 12:1

Format lists to ease scanning (Nielsen, 2001) usability.gov 12:3
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guideline collection to further drive improved EHR usability and SED 
outcomes. 

© 2014 Yang Gong, MD, Lei Hua, Xinshuo Wu, Hsingyi Song 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ABSTRACT 
We created single-page, evidence-based, safety-enhanced (SED) 

design briefs to help electronic health record (EHR) developers and 
implementers improve system usability. Some briefs address SED 
meaningful use, such as clinical information reconciliation. Others cover 
human factors issues, such as effective use of  color. SED design briefs are 
available https://sbmi.uth.edu/nccd/SED/Briefs/ and are accompanied 
by supplemental material. The briefs are also cross-referenced to other 
EHR design, meaningful use, and SED materials.  

INTRODUCTION 
Safety-enhanced design (SED) certification for Meaningful Use Stage 

2 requires summative testing of  electronic health record (EHR) usability 
functions such as clinical information reconciliation and clinical decision 
support. SHARPC supports SED with improvements to EHR system 
usability and learnability. SHARPC teams developed tools to evaluate 
EHR design and usability, and EHR inspirational prototypes interfaces. 
The National Center for Human Factors in Healthcare was engaged to 
verify SHARPC products' suitability and identify additional vendor 
needs. Interviews indicated vendors lacking human factors design experts 
desired short, actionable advice towards SED certification. Feedback also 
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revealed inconsistencies in how vendors understood usability and user-
centered design. Some equated user-centered design to vendor responses 
to user feedback. These results suggested that, in addition to brief  design 
suggestions, vendors could benefit from in-depth information. We 
developed 12 single-page, SED briefs and a dissemination website with 
references to supplemental information. 

APPROACH 
SED Briefs are part of  a suite of  SHARPC usability products that 

include an EHR usability website and an online EHR design book 
written from a clinical perspective. A team of  approximately 25 
SHARPC researchers teleconferenced weekly for several months to 
coordinate and develop the three products. Several members were active 
in more than one guideline product. For coordination and collaboration, 
we created a guidelines website on Basecamp, a web-based project 
management and communication tool that provides a team calendar, 
electronic to-do lists, file repository, messaging and mailing lists.  

SED Brief  selection criteria included: 

• Target audience: Developers at small to medium EHR companies 
lacking experts in user-centered design. 

• Length: Single page. 

• Select guidelines that: 

1. Are the most critical, actionable, and relevant to EHR 
usability and safety-enhanced design, 

2. Can be implemented in existing EHRs, 

3. Distill current theory into practical advice. 

• Media: PDF with hyperlinks. 

• Cross link, harmonize, and coordinate with other SHARPC 
guidelines products. 

We planned one design brief  for each SED certification requirement 
and additional briefs for SHARPC inspirational prototypes: 
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Safety-enhanced design briefs 
• Computer physician order entry (CPOE) 

• Clinical decision support 

• CPOE medicine orders and e-prescribing 

• Clinical information reconciliation: 

1. Medication reconciliation 

2. Allergy reconciliation 

3. Problem reconciliation 

• Effective alert design 

• Medication allergy list 

• Medical list 

• Electronic administration record 

Additional design briefs 
• Results management 

• Reducing wrong patient selection errors 

• Effective use of  color 

• Table design 

We refined our list as work progressed. We developed style guidelines 
outlining required elements for each brief  and a writing style to ensure 
consistency, including: 

Title 
• Meaningful use SED title and subtitle if  needed, for example, Clinical 

Information Reconciliation: Medication Reconciliation. 

• SED goal, for example, Reducing medication errors at transitions of  care. 

Background 
• The SED importance/purpose of  the guidelines. 
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Guidelines 
• Include concepts most relevant, critical, and vendor actionable. 

• Include what should be done instead of  what should not be done. 

• Optionally organize by category, such as System Design, Screen and 
Interaction Design, Workflow, etc.  

• Guideline formats: 

1. Goal + an imperative statement, for example, To ease 
comparison of  medications, highlight differences between similar drugs. 

2. Goal + a list of  imperative guidelines, for example: 

To help verify as order is placed: 

• Display patient's information in the submit button 

• Or consider placing the submit button near the patient 
information. 

3. Imperative statement, for example, Allow users to group drugs by 
therapeutic intent. 

• Mockups or brief  explanations near or after each guideline or 
group of  guidelines. 

• Mockups and examples that show positive applications of  the 
guidelines instead of  examples not following the guidelines. 

To Learn More  
• Pointers to additional resources. 
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� 

Figure 1. Draft SED Brief distributed to team members as a template. 

We created a to-do list in Basecamp for each SED brief  and assigned 
responsibilities. Because some briefs were obtained from other ongoing 
SHARPC projects, briefs were prioritized by project status. Briefs 
dependent on results of  SHARPC work not yet begun were placed on 
hold. Basecamp allows users to upload files and create discussions 
organized by to-do. This feature allowed us to track progress and 

Clinical Information Reconciliation: Medications 

Preventing Medication Errors at Transitions of Care 

To learn more:   
      For more details and background see: a Short Paper  , a Video demonstration, or a Usable Prototype.  

Background: Accurate 
medication reconciliation 
at transitions of care can 
reduce medication related 
adverse events, thereby 
decreasing the chance of 
costly  complications. 
Reconciliation involves 
comparing two or more 
lists of medications (such 
as a home list and in 
patient list) to determine 
the appropriate meds for a 
patient. 

GUIDELINES 
 

Screen and interaction design: 
 

• To help compare medications across lists 

1. Visually indicate Identical, similar, functionally similar, and unique drugs 
from each list by using spatial proximity and/or color 

2. Display medications that need to be compared close together 
3. Highlight differences between similar medications 
4. Use visual properties (such as font size) to make the most important 

elements (such as the name) of medications the most salient. 
5. Show brand and generic names, such as Atorvastatin (Lipitor) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

6. Allow users to group medications by therapeutic intent 

7. Provide a way for users to see the ingredients in compound drugs 

8. To minimize alert fatigue and improve efficiency and quality, display information 

such as  medications that are on the patient’s insurance, medication interactions, 

side effects, allergies, etc. 

9. Display medication information as: Generic (Brand Name), Dose and dosing unit, 

route, frequency, for indication xxx.  (Atorvastatin (Lipitor) 80 mg by mouth at bedtime 
for high cholesterol.) 

10. NEVER use error-prone medication abbreviations (e.g., AD, OD, QD), symbols, or 

dose designations (see http://www.ismp.org/tools/abbreviations/) 
11. Follow table design guidelines 

12. Follow color use guidelines 

 

 

 

 

 

 

 

 

 

DRAFT – June 17 
2013 

6. Meds may be grouped by 
therapeutic intent 

1. Columns show unique, similar and identical drugs 

2. Similar 
medications are 
shown on the same 
line 

3. Differences of 
similar meds are 
highlighted in 
yellow. 
Hovering over a 
med highlights it 
and any similar 
meds 

4. Med names in 
bold and on 
separate line from 
other details 

5. Generic and brand names are shown for all meds [WE 
NEED TO MODIFY PROTOTYPE TO SHOW BOTH] 
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feedback. We annotated to-do lists to indicate the status of  each brief  
(Figure 2). 

We sought input from stakeholders outside of  SHARPC, including 
vendors and members of  the EHRA Clinician Experience Group. Their 
feedback led to a number of  changes in the final briefs. 

� 

Figure 2. Example of a Basecamp to-do list. Each brief had a to-do list, responsible lead, 
indicators for number of comments, and status. "HOLD" indicates a brief is delayed pending 
results of other SHARPC efforts.  

We organized SED Briefs into those deliverable by the November, 
2013 Pre-AMIA 2013 SHARPC workshop and those for delivery at the 
end of  the SHARPC project in 2014. Six briefs in the initial set were 
given to a graphic designer to produce a template. Version 1 of  each 
SED Brief  and the supporting website launched in November 2013. Six 
additional SED Briefs were later produced.  
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RESULTS/PRODUCTS 

� 

Figure 3: SED Briefs website. 
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� 

Figure 4. Webpage for a single SED Brief containing supporting material for developers 
interested in a deeper understanding of the principles and evidence behind the brief. 

Each SED Brief  has its own webpage with supporting information 
(Figure 4) and references to tools, papers, and websites offering additional 
information, evidence, and a deeper understanding than possible in a 
single-page document (Figure 5). 
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� 

Figure 5. SED Brief showing final graphic design and content for Version 1.0. 

Figures 1 and 5 show changes in graphic design and style from draft 
briefs to final based on feedback from other SHARPC researchers, 
vendors, and clinicians. The Harvard SHARP team provided an initial 
round of  graphic redesign, including highlighting each guideline to make 
it stand apart from other content and using the floating arrows to tie 
guidelines to visual examples. The bottom of  each brief  includes Learn 
more at that links to the brief's webpage. Each brief  has a unique 
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pneumonic code, for example SEDB-G01, incorporated in the URL, 
bottom of  the brief, and webpage. Version number and date provide 
users with means to determine if  they have the most recent version. 
Vendor representatives expressed concern that SEB Briefs and examples 
might be seen as prescriptive requirements. We subsequently added a 
qualification to each webpage. The main website includes a link for users 
to provide feedback. 

DISCUSSION 
To our knowledge, SED Briefs are the first attempt at concise, 

actionable guidelines to help EHR vendors improve EHR usability, 
efficiency, and safety. EHR systems are often highly configurable in ways 
that can directly affect user experience, safety, and efficiency. SED Briefs 
may, therefore, help implementers choose more effective configuration 
options. Sites evaluating EHRs or other clinical information systems may 
also benefit by noting if  systems follow these guidelines. We consider the 
briefs a success if  stakeholders value and use them, but we recognize that 
evaluating their use may be difficult. 

FUTURE DIRECTION 
 We are encouraging use of  SED Briefs by contacting interested 

groups and dissemination at related meetings, such as HIMSS. We 
continue seeking feedback from vendor and user communities. We plan 
to revise SED Briefs as work on EHR usability continues, and as EHRs 
and their underlying technologies evolve.  

SUGGESTED READING 
Safety Enhanced Design Briefs. Retrieved July 9, 2014, from https://
sbmi.uth.edu/nccd/SED/Briefs/ 

What is Safety Enhanced Design? Retrieved July 8, 2014, from https://
sbmi.uth.edu/nccd/SED/ 

EHR Usability. Retrieved July 8, 2014, from https://sbmi.uth.edu/nccd/
ehrusability/ 

© 2014 Todd R. Johnson, Krisanne Graves, J. Franck Diaz-Garelli, Catherine Plaisant, C. 
Adam Probst 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ABSTRACT 
We produced Inspired EHRs: Designing for Clinicians, a clinically-

inspired electronic health records (EHR) usability design guide eBook. 
Richly illustrated and interactive, Inspired EHRs is based on feedback from 
an expert advisory panel and the EHR vendor community. eBook 
chapters cover medication lists, medication allergy lists, medication 
reconciliation, ePrescribing, computerized provider order entry, drug 
alerts, clinical decision support, human factors, and usability design 
principles. Inspired EHRs was sponsored by the California HealthCare 
Foundation and SHARPC and released June 30, 2014 at 
InspiredEHRs.org. 

INTRODUCTION 
Electronic health record (EHR) systems' potential to improve the 

coordination and quality of  healthcare is widely recognized [4, 10, 201]. 
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Impaired EHR usability however, frustrates many users [17, 142, 202]. 
Learnability, efficiency, and cognitive load are frequent barriers. Current 
EHR designs may not incorporate visual design psychology, cognitive 
science, and usability best practices. Healthcare providers are acutely 
aware that their information needs are not being met, but do not know 
why. American healthcare is a complex socio-technological system. 
Information structures, needs and workflow often vary by institution. 
Displays optimized for healthcare providers may fail for patients and 
caregivers, and vice versa. Instead of  improving healthcare, many EHR 
systems reduce physician productivity and efficiency, and endanger 
patient safety by making information opaque, hard to find, or misleading. 

Human factors specialists and visual designers apply cognitive and 
visual perception science to produce better products. Numerous articles 
about user interface design [56, 203], data visualization [204, 205] and 
human perception [206, 207] have been published, but outside of  health 
information technology and, therefore, lacking clinical perspective. We 
developed Inspired EHRs: Designing for Clinicians, [4] an interactive guide 
based on expert design principles and recommendations by the American 
Medical Informatics Association (AMIA) EHR Usability Task Force 
Report [147]. Many EHR usability studies are research-centric [208-210] 
or policy-driven [161, 211-213]. Inspired EHRs models EHR system 
design and health information displays that foster efficient, safe, patient-
centered care. Our objectives were to: 

1. Create an interactive eBook of  common design patterns that 
incorporate EHR patient-safety functions identified by the Office of  
the National Coordinator, including medication lists, medication 
allergy lists, medication reconciliation, ePrescribing, computerized 
provider order entry (CPOE), drug alerts, clinical decision support, 
human factors, and EHR usability design principles.  

2. Incorporate EHR vendor input and feedback. 

3. Promote the guide through Health Information Management 
Systems Society (HIMSS) Electronic Health Records Association 
(EHRA) publicity and educational channels, the EHRA Clinician 
Experience Workgroup, HealthIT.gov, sponsor web sites, physician 
specialty societies, press campaigns, and social media. 
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APPROACH 
A team of  health IT design, evaluation, and instructional technology 

experts collaborated with EHR vendors to address interface issues for 
seven patient-safety related EHR functions. The 12-month schedule 
included three major milestones and two final deliverables: an interactive 
eBook with visual examples and models, and an outcome dissemination 
report due three months after eBook publication. 

Activities 
1. An initial meeting was held in Boston to define eBook structure and 

select a platform (iBook vs. PDF with web supplement vs. fully web-
based). Items discussed included: 

a. Medication lists and other key issues, such as cognitive and 
perception science principles regarding how humans see, read, 
think, pay attention, remember, and decide. 

b. Clinical scenarios and tasks involving medication lists. 

c. Image galleries with annotated illustrations of  medication list 
designs comparing good and poor examples. 

d. "Deep dive" explanations of  technical details for readers seeking 
in-depth information. 

e. Interactive prototypes illustrating key design components. 
Example: TwinList for medication reconciliation (http://
www.cs.umd.edu/hcil/sharp/twinlist/index.shtml). 

2. A kickoff  meeting with EHR vendor representatives was held at 
Involution Studios in Boston. Items discussed included medication 
allergy lists, medication reconciliation, e-prescribing and CPOE, drug 
alerts, clinical decision support and other eBook features, such as 
interactive display modules, image galleries, videos, model prototypes, 
and evaluation modules. 

3. Subsequent vendor meetings were held in Columbia, MO and 
Boston regarding development of  visual designs and interactive 
prototypes.  

4. Weekly project team teleconferences were held between Involution 
Studios in Boston, the University of  Missouri, the University of  
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Maryland, and The University of  Texas Health Science Center at 
Houston.  

5. eBook illustrations were iteratively developed, starting with sketches 
and EHR screenshots, and then refined to include key teaching points 
(Figures 1 through 5). 

!  

Figure 1. Interactive medication list annotated screenshot from the Medication List chapter. 

!  

Figure 2. Medication timeline annotated screenshot from Medication List chapter. 
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Figure 3. TwinList annotated screenshot from the Medication Reconciliation chapter. 

!  

Figure 4. Drug alert annotated screenshot from Drug Alerts chapter. 
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Figure 5. Pre-attentive attributes screenshot from the Human Factors chapter. 

6. eBook sections were designed in sprints ranging from four to five 
weeks.  

7. A graduate student assisted with research efforts, instructional design, 
coordinating and collecting user feedback, and writing. 

Expert review 
1. Three drafts were distributed to an advisory panel for feedback. Panel 

members were chosen representing the academic community in 
human factors research; the electronic/personal health records and 
health IT vendor communities; other health IT application 
developers; and others with unique health IT expertise. 

2. Two eBook drafts were distributed to a volunteer target audience for 
review. Readers were solicited through our website, the HIMSS 
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Annual Conference and the EHRA Clinician Experience Workgroup. 
Feedback questions included: Was the eBook clear and effective? 
What elements should be expanded? Which elements should be 
eliminated or re-conceived? Did the eBook offer the potential to drive 
improved vendor design processes which could foster improved EHR 
and PHR products? (Because of  platform and resource constraints, 
reviewers and readers were unable to submit alternative designs via 
screenshots or mockups). 

Deliverables 
1. Inspired EHRs was completed in March 2014 with seven patient-safety 

sensitive interface topics inside five sections with illustrations, 
interactive elements and recommendations. 

2. An enhanced version of  Inspired EHRs was delivered to the California 
HealthCare Foundation at the end of  June 2014 with revised text and 
clinical scenarios, additional interactive elements and additional 
illustrative interface design examples. The enhanced eBook is 
available at InspiredEHRs.org. A downloadable PDF version is also 
available for those preferring hardcopy. 

Dissemination 
1. The March 2014 version of  Inspired EHRs is available at SHARPC 

and the ONC web sites. 

2. Inspired EHRs is also available through HIMSS organizational 
communication and education channels, and EHRA Clinician 
Experience Workgroup members' individual and group efforts. 

3. It was our intent to produce Inspired EHRs as an Apple iBook 
available at no cost on the Apple iBookstore. However, technical 
issues (user unfamiliarity and difficulty creating "navigation links") 
caused us to instead release Inspired EHRs as an HTML5 eBook 
website. 

Coordinating with other SHARPC projects 
Our team coordinated weekly with SHARPC teams producing 

Safety Enhanced Design Briefs (EHR Safety Enhanced Design Briefs) 
and the Designing for Usability website (Designing for Usability). 
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RESULTS 
Inspired EHRs is a clinically-inspired, richly illustrated, interactive 

EHR usability design guide targeted at the EHR vendor community. The 
eBook is available at InspiredEHRs.org with a downloadable PDF of  the 
latest version. Interactive prototypes include: 

1. Medication timeline 

2. Interactive medication table 

3. TwinList medication reconciliation prototype. 

We enjoyed enthusiastic EHR vendor participation from across the 
industry and close collaboration with the EHRA Clinician Experience 
Workgroup.  

Representative quotes from our EHR vendor target audience: 

I have had a long-standing argument with some 
engineers about a specific design issue – and 
thankfully you have suggested exactly what I've 
been recommending all along.  So I can now go 
back to your documentation and arm myself with 
more support for my argument. I don't know yet if 
this will win the fight, but it sure helps to be able 
to point to a specific central 'voice' for our specific 
users and use contexts. 

Senior User Experience Researcher and 
Designer, EHR vendor 

Congratulations! - By the way, I sent this around 
to our User Experience team here, and there was 
a lot of discussion and appreciation for the work 
you've done. 

Director of User Experience, EHR vendor 

We built a medication timeline prototype as proof 
of concept, taking inspiration from your work. 

Director of User Experience, EHR vendor 
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We are building new database structures with the 
intent of building a medication timeline, thanks to 
this work. 

Senior Strategist, EHR vendor 

We received numerous inquiries from stakeholders (clinicians, EHR 
vendors, and the human factors community) about future volumes on 
additional topics, such as displaying lab results, Problem Lists, and 
clinical notes. 

DISCUSSION 
Microsoft produced a Microsoft Health Common User Interface 

guide in 2010. We similarly considered an Inspired EHRs common user 
interface. The EHRA Clinician Experience Workgroup, while supportive, 
repeatedly expressed concern that our work could be applied 
prescriptively. They cautioned that if  potential readers were alienated by 
the title, the content would not have a chance. We decided being 
illustrative and inspirational, not prescriptive, offered vendors greater 
freedom in tailoring guidelines to their products. For the same reason, we 
changed our title from EHR Usability Style Guide to Inspired EHRs: Designing 
for Clinicians, believing the term "style guide" was too prescriptive. Our 
iterative process uncovered other weaknesses in original assumptions, for 
example: 

• It was unclear when describing clinician tasks versus development 
team tasks. Therefore, we included subsections for "Clinician 
Challenges" and "Developer Challenges." 

• Some clinical scenarios, although realistic, were too complex for non-
clinicians to follow. These were simplified or in some cases 
eliminated. 

• After we found the default display for our timeline prototype 
confusing for may reviewers we produced a short narrated video to 
give a simple walkthrough. 

 Based on our expert advisory panel's comments we found the human 
factors and clinician communities affirming our content and approach. 
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Clinicians were particularly supportive, with more than one of  them 
using hyperbole to express their enthusiasm about the medication 
timeline. However, not all designs were met with uniform acceptance. 
EHR developers using Inspired EHRs for inspiration will need to validate 
their designs through user testing. 

FUTURE DIRECTION 
Several Inspired EHRs chapters could benefit from expanded 

treatment as eBooks of  their own: ePrescribing, Drug Alerts, CPOE, and 
Clinical Decision Support. Strong interest has been expressed for 
additional volumes, such as graphing laboratory results, Problem Lists, 
and progress notes. We are considering a number of  single-chapter 
eBook projects, including: 

• Dashboards 

• Graphing lab results and vital signs 

• Problem Lists 

• Data reconciliation 

As meaningful use Stage 3 requirements are written for health 
outcomes and patient engagement, new usability design issues will likely 
be discovered.  

SUGGESTED READING 
Beasley, J. W., Wetterneck, T. B., Temte, J., Lapin, J. A., Smith, P., Rivera-
Rodriguez, A. J., & Karsh, B. T. (2011). Information chaos in primary 
care: implications for physician performance and patient safety. J Am 
Board Fam Med, 24(6), 745-751. doi: 10.3122/jabfm.2011.06.100255. 

DeLeeuw, K. E., & Mayer, R. E. (2008). A comparison of  three measures 
of  cognitive load: Evidence for separable measures of  intrinsic, 
extraneous, and germane load. Journal of  Educational Psychology, 
100(1), 223-234. doi: 10.1037/0022-0663.100.1.223. 

Few, S. (2009). Now You See It: Simple Visualization Techniques for 
Quantitative Analysis (1st ed.). Oakland, CA: Analytics Press. 
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Johnson, J. (2010). Designing with the Mind in Mind: Simple Guide to 
Understanding User Interface Design Rules. San Francisco: Morgan 
Kaufman. 

Norman, D. A. (1999). Affordance, Conventions, and Design. 
Interactions, 6(3), 38-43. doi: 10.1145/301153.301168. 

Weinschenk, S. (2011). 100 things every designer needs to know about 
people. Berkeley, CA: New Riders. 

© 2014 Jeffery Belden, Nathan Lowrance, Jennifer Patel, Richelle Koopman, Joi Moore, 
Catherine Plaisant, Todd Johnson, Juhan Sonin  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ABSTRACT 
Medication reconciliation is an important and complex task. Careful 

user interface design has the potential to reduce errors and improve 
quality of  care. We describe a novel user interface called "TwinList" that 
uses multistep animation to assist clinicians to first differentiate between 
lists, and then rapidly choose medication to include in a reconciled list. A 
series of  design alternatives with comparative advantages and 
disadvantages are discussed. We also report pilot study results suggesting 
animation can help users learn new interface layouts. 
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INTRODUCTION 
Medication reconciliation is a complex iterative task [214-217], a 

collaborative process where many things can go wrong. For example, 
patients may not recall what medications they are taking or may be 
unable to communicate; information may not be recorded properly, 
leading to uncertainty (e.g., dosage, name or indication); records of  past 
medication may be incomplete or inaccessible; and not all sources of  
medication orders may be known (e.g., the patient may have consulted a 
specialist on their own). Eventually the clinician is presented with 
medication lists from different sources for reconciling into a single, 
complete and accurate list to be signed and saved in the medical record. 
User interface design has the potential to reduce errors and improve 
quality of  care. We studied the last step of  the reconciliation process—
reviewing and sorting medications into lists containing those to be 
continued and those to be stopped. The result is "TwinList," a prototype 
user interface providing cognitive support for improved speed and 
accuracy. 

The following example describes a single clinical scenario—
discharging a patient from the hospital (Figure 1). The reconciliation 
process involves comparing two lists; determining what drugs are unique, 
identical or similar between lists; and making decisions about what to 
keep, what to discontinue, and what to add or modify. 

Intake Hospital

Acetaminophen PO q6h 325 mg Acetaminophen PO q64h 325 mg

Darbepoetin SC qFriday 60 mg Darbepoetin SC qFriday 60 mg

Calcitrol PO daily 0.25 
mg

Folic Acid PO daily 1 mg

Ramipril PO daily 5 mg Omeprazole PO daily 400 mg

Meloxicam PO daily 7.7 mg Ciproflocacin PO daily 500 mg

Folvite PO daily 1 mg Ramipril PO daily 5 mg

Calcitrol PO daily 0.25 
mg

Ferrous Glocanate PO TID 300 mg
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Figure 1. Discharging a patient from the hospital requires providers compare the "Intake 
list" (left) and the "Hospital list" (right) and determine what drugs are identical, unique, or 
similar. 

TwinList uses a spatial layout with multistep animation to first help 
clinicians better understand the similarity of  drugs included in lists, and 
then rapidly choose those to include in a reconciled list (Figure 2). 

� 

Figure 2. TwinList moves identical drugs to the middle column. Drugs unique to the Intake list 
move to the left, drugs unique to the Hospital list move to the right. Similar drugs are aligned 
and differences highlighted in yellow (e.g., q6h versus q4h for acetaminophen). A click on 
Folvite (a brand name for Folic Acid) selects it–highlighted in green–and deselects Folic acid 
(grayed out with a strikethrough). Hovering the mouse Omeprazole (dark gray) reveals details 
at the bottom of the screen. 

BACKGROUND AND RELATED WORK 
Research shows the need for improved medication reconciliation 

[215, 218-223]. Duplicate or similar medications may result in overdose 
and adverse interactions, as well as non-continuation of  important 
medication. Problems can compound by patient misunderstanding or 
mistrust of  new medication, lack of  outpatient followup, and changes in 
medication due to formularies and drug shortages. Trial implementation 
of  medication reconciliation policies show significant improvements. In 
one study, 94% of  patients had medication errors that were eliminated by 
a medication reconciliation process [214].  

There are three kinds of  medication error outcomes: harmful 
(preventable adverse drug events, or PADEs), potentially harmful (near-
misses, either intercepted or avoided by luck), and harmless (the most 
common) [221]. At least 1.5 million harmful errors occur every year 
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[220]. Patients are particularly vulnerable to errors at care transitions 
[222, 224] where medication regimens frequently change. Properly 
reconciling medication at transition points is crucial, but complete and 
accurate reconciliation is often difficult. Reconciliation is often 
overlooked or simply not performed (although this is rapidly changing to 
satisfy new regulations).  

While many papers report the severity of  medication reconciliation 
problems, few describe user interfaces used in clinical settings. It is 
difficult to completely assess current commercial system interfaces due to 
industry concerns of  intellectual property, however many work similar to 
Pre-Admission Medication List (PAML) Builder [215]. PAML's interface 
presents medications from all sources in one combined "super list" 
grouped alphabetically by generic name. The interface exhibits a visual 
homogeneity that does little to help clinicians distinguish similar from 
unique medications. We found systems where a clinician might see an 
intake list in one window, a hospital medication list in a separate window, 
and the final discharge list in a third. Other systems present a single 
merged list of  all drugs [215] and group drugs with the same name, 
providing some level of  comparison. Algorithms have been proposed to 
automatically detect similarities between medications [218, 222]. A 
review described different levels of  drug equivalence and showed 
revealing equivalent drugs can simplify reconciliation based on a detailed 
keystroke analysis. Other research tried to augment medication lists by 
linking prescribed medications with clinical problems or indications 
(either automatically [222] or crowdsourcing [218]) with limited, 
although promising success. 

OVERVIEW OF TWINLIST USER INTERFACE 
TwinList's single window user interface consists of  three parts (Figure 

2): a header at the top, a list viewer at center, and an item detail panel 
along the bottom. The list viewer is where users interactively accept/keep 
or reject/discontinue medication. An early prototype [222] led to a 
complete rewrite using JavaScript and HTML5. See www.cs.umd.edu/
hcil/sharpc for video demonstrations. 

Preprocessing: A preprocessing phase identifies similar drugs found in 
both lists. We use an algorithm [225] (https://github.com/jherskovic/
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MedRec) to find form equivalence (e.g., Tylenol is a brand name for the 
generic medication acetaminophen or paracetamol) or functional 
equivalence (Atenolol and propranolol are both beta blockers). The 
interface categorizes drugs as "identical" when the same drug appears on 
both lists (matching name, dosage, route and form), "unique" when 
appearing on only one list, and "similar" when drugs are equivalent in 
form, but vary in dosage or other attributes (e.g., acetaminophen 650 mg 
vs. Tylenol 325 mg). Displayed class information helps group drugs. 

Spatial groupings: TwinList places drugs on screen in a multicolumn 
spatial layout (see Figure 2, and a more complex example in Figures 4 
and 5). We believe spatial grouping helps TwinList provide an intuitive 
way for users to quickly differentiate items (and highlight those 
differences) between the two lists. The left half  of  the screen contains 
drugs from the Intake list. The right half  is for drugs taken at the 
hospital. In the center column are identical drugs (i.e., those present in 
both lists: Darbepoetin, Calcitriol and Ramipril). Below are three lists of  
drugs that are similar and aligned to facilitate comparison. For example, 
acetaminophen is present in both lists, but frequency of  use is different 
(q6h instead of  q4h), so both medications and their details are aligned in 
the same row with differences highlighted in yellow. Folvite is a brand 
name for folic acid, so both drugs are also aligned on a common row to 
help the clinician select which similar drug is most appropriate. We found 
from more than 20 hours of  interviews with clinicians and pharmacists 
that making the source of  each list (Intake vs. Hospital) clearly visible 
gave clinicians the ability to make reconciliation decisions from the 
perspective of  the patient. 

Multistep animation: We used multistep animation to help users 
understand drug groupings (Figure 3). When lists are loaded into 
TwinList, they are first presented side-by-side. Options are available to 
change the speed of  the animation or turn it off, which is helpful once a 
user becomes familiar with the interface. The animation sequence is as 
follows (Figure 3):  

1. Identical drugs move to the center column in between the original lists, 
then merge, one pair at a time.  

~ Page !  ~223

https://github.com/jherskovic/MedRec


2. Unique drugs move away from the center to their respective side, first 
to the left for drugs unique to the intake list, then to the right for 
drugs unique to the hospital.  

3. Similar drugs are aligned and highlighted in gold-yellow to indicate 
differences between similar drugs. 

4. Compaction of  the display saves vertical space by stacking identical and 
unique drugs at the top of  their respective columns and sliding rows 
of  identical drugs together below.  

!   

Reconciliation begins as two separate lists: Intake and Hospital. 
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!   

Step 1: Identical drugs move to the middle one at a time. 

� 

Step 2: Unique drugs move to the left, then the right. 
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� 

Step 3: Similar drugs are aligned and differences highlighted. 

�  

Step 4: Compaction of display. 
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� 

Step 5. Selected drugs to be kept (green) or not (grayed out with a strikethrough).  
 
Figure 3. Animation sequence used to explain spatial groupings. See video demonstrations at 
www.cs.umd.edu/hcil/sharp. 

Drug Selection: Spatial groupings and highlighting drug differences can 
assist clinicians make decisions about keeping or discontinuing drugs, one 
at a time or for entire columns. A left-click accepts the drug, a right-click 
rejects it. When a drug is selected it appears green, e.g., Folvite was 
selected (Figure 1 or 3). Rejected drugs appear grayed out and with a 
strikethrough, e.g., Folic acid. Further clicking on a medication toggles 
through three states: Accepted, Rejected and Undecided. States are 
selected with a single click (left or right click), with a two-click maximum 
for users not aware of  the right-click-to-reject shortcut. When two drugs 
are similar (e.g., Folvite and folic acid) the initial selection of  one 
automatically deselects the other, speeding up the selection process. 
Subsequent clicks make it possible to reject both drugs if  needed. The 
bottom detail panel provides information about the drug if  needed and is 
available by rolling over the drug or by drug selection. All similar drugs 
(i.e., brand name vs. generic, different dose/route/frequency) in the other 
list are also highlighted dark gray to attract users' attention. Since users 
must hover over a drug before selecting it, information about similarities 
is always displayed (Figure 4). Explicit Keep and Reject buttons beneath 
column headers provide a convenient way to accept or reject entire 
columns when appropriate. We chose to err on the side of  caution and 
only apply column commands to medications remaining "Undecided" to 
avoid overwriting previous decisions.  
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Signing off: Providers click a Sign off  button at the bottom right of  the 
screen when their reconciliation is complete. To reduce chances of  
medication errors, the Sign off  button remains grayed out until every 
medication has been reviewed and acted upon (Figure 4 and 5). The 
grayed out button also indicates how many drugs are "Undecided" and 
includes the name of  the patient, which may reduce wrong patient errors. 

� 

Figure 4. A complex example of congestive heart failure with 11 drugs in the Intake list and 12 
in the Hospital list. Here the cursor is over Hyzaar, so details for that drug appear in the detail 
panel at the bottom (including drug class information). The similar medication Losartan is 
aligned and also highlighted. Dosage and frequency differences are highlighted in yellow. 
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Figure 5. All drugs have been acted upon (bright green for "kept" and grayed out with 
strikethrough for "rejected"). The Sign off button at the bottom right is now active. 

Visual design  
Line, color, texture, form and space design decisions can make user 

interfaces simple and understandable, or overly complex. In TwinList 
particular attention was paid to visual design. Solid colors used sparingly 
define the interface. Dark gray anchors the header to the top of  the page 
(see Figure 4 for a full view of  the interface). Bright white creates a feeling 
of  spaciousness. Color provide accents: gold-yellow highlights important 
differences between related items; yellow-green lets users know which 
drugs have been selected at a glance and allows quick review. Clickable 
objects provide animated feedback on mouse-over. For example, the list 
viewer nudges to the right to group related medications, exploiting the 
immediacy of  motion and the Gestalt principle of  common fate to guide 
visual exploration. The use of  unifying background colors and color 
coding complements and supports the animation. Reconciliation user 
interface color schemes and interaction cues should be consistent with 
those of  its main application (e.g., EHR).  

Dealing with complex cases with further grouping 
Interviews with clinicians, pharmacists and quality assurance officers 

indicate medication reconciliation errors and less-than-optimal choices 
are more likely to occur when clinicians deal with difficult cases and long 
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medication lists (see Figure 4 for a case of  congestive heart failure). 
TwinList's approach reveals numerous cases of  similarities and 
differences in drug name, dosage or frequency. The final reconciled set of  
drugs is clearly indicated in green (Figure 5).  

Interviews suggested different types of  grouping (e.g., associated 
problem, clinical condition, diagnosis, drug class, etc.) provide additional 
cognitive support for the medication reconciliation process. The current 
prototype allows medication to be tagged with such attributes, which can 
then be used to group drugs on the screen. In an ideal setting, individual 
medications would be linked to the patient's problem list (demonstrating 
therapeutic intent), however many EHRs do not provide the ability to 
link diagnosis to medication (or the function is not reliably used), limiting 
its utility in the reconciliation process. Several ongoing efforts are 
underway to automatically link information between drug and the 
therapeutic intent [226, 227]. When available, this information could be 
shown in TwinList's detail panel with other medication details and used 
to further organize drugs. TwinList employs high level drug classifications 
to help users identify potential problems created by patient transition 
from one healthcare environment to another. Clinical condition may be 
even more useful. Figure 6 shows an example of  grouping by primary 
drug class. The grouping reveals this complex case includes a large 
number of  anti-hypertensive medications, some of  them less commonly 
used than others and, therefore, at higher risk of  misidentification.  

Unfortunately, primary class alone may not be always appropriate or 
sufficient. Medications may be prescribed for other indications or even 
off-label reasons (acceptable but not FDA-recognized indications). This 
was a highly debated topic in our interviews, so we explored how 
interface could show multiple (N) class affiliations. One method was to 
duplicate the drug N times on the screen; one for every class to which a 
drug belongs. To indicate additional drug labels were merely ghost copies 
(not duplicate prescriptions) they are displayed in Figure 7 in pale gray 
instead of  black. While the grouped-by-N-class display became complex 
(more items on the screen resulting in longer lists), some physicians noted 
the visual complexity represented the complex reality of  the case. 
Grouped-by-N-class display may not be best as a default user interface, 
but may be useful: 1) during training; 2) to review decisions before sign-
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off  in complex cases, or 3) for users preferring drugs displayed 
metaphorically with case complexity. Although an imperfect solution, 
Grouped-by-N-class may sometimes be more useful than common 
alphabetic grouping and could be offered as a display option or 
preference [228]. 

Alternative design: Using only 2 columns and showing similarity by dynamic 
highlighting only 

We felt grouping by class potentially useful, but realized five columns 
creates layouts of  drugs spread thinly over the entire screen, losing much 
of  TwinList's original compactness (compare Figures 6 and 7 with Figure 
4). Sparsity results from two spatial methods: grouping based on 
comparison between the lists (i.e., identical, unique and similar, resulting 
in five columns) and slicing by class, resulting in many small sets of  drugs 
spread over the screen. This led us to reconsider the original grouping of  
five columns.  

Another alternative interface used only two columns. We preserved 
the strong horizontal separation between Intake (left) and Hospital (right), 
but reserved the main vertical grouping for drug classes. A disadvantage 
is that similarity and differences between lists are no longer shown 
spatially, instead revealed temporarily via highlighting when the cursor 
hovers over a drug (Figure 8). An advantage is a more compact layout 
than five columns of  class grouping, using about the same screen space as 
the five column layout, but with a taller, narrower design. Another 
possible advantage is that the layout can be extended to three or more 
lists side-by-side, perhaps useful when merging data from multiple sources 
(e.g., inpatient, outpatient and a pharmacy generated list). 
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Figure 6. The same case as Figure 5, but now the drugs have been grouped by primary drug 
class, revealing this complex case includes a total of five different antihypertensive 
medications. Ambien and Lorazepam are also now grouped in the sedative section, even 
though they were originally separated. While we use drug class here, the same interface could 
be used to group drugs by patient diagnosis if linking information were available.  
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Figure 7. Grouped by all drug classes. Each drug appears in the class to which it belongs. 
Primary is shown bold, secondary copies appear gray. We see six antihypertensive drugs 
(Furosemide appears as a ghost copy of its main listing in diuretics). Moving the cursor over 
Hyzaar reveals it is also a diuretic. Note that the list becomes longer and may require scrolling 
to see all the classes. 
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 Figure 8. Two columns (Intake and Hospital). Initially (left) drugs are grouped by primary drug 
class, which naturally brings similar drugs close together, here showing a large group of 
antihypertensives. Highlighting reveals further similarities (e.g., when the user mouse overs 
Hyzaar they can see the similarity with Losartan). Optionally, we can show all classes, with 
additional ghost copies when drugs belong to more than one class. 

Alternative design: Single column merged list  
For reference, we contrast the current TwinList interface with an 

earlier design [229]. Figure 9 shows drugs in two merged lists: the 
unreconciled original list at the top and the reconciled list below. 
Identical drugs (white background) are automatically moved to the 
reconciled list. Remaining unreconciled drugs are displayed and color 
coded by similarity. Unique drugs are dark orange. Similar drugs are 
grouped pale orange, and drugs of  form equivalence (brand vs. generic) 
are grouped with a white background. Whenever two drugs have the 
same dosage or other attribute, their table cells are merged (e.g., 25 mg 
dosage for Coreg and similar Carvedilol). Drugs that are unique are 
displayed as a bright orange color.  

All information about a drug is visible in a wide row, however, this 
scheme makes it harder to tell which list a drug belongs. Instead of  origin 
spatially separating drugs, a dedicated column provides the information. 
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To reconcile, users drag rows from the top list to the bottom. They 
can also change their mind and slide reconciled rows back. We found the 
method particularly effective on touch screens (e.g., tablets) where users 
are accustomed to tap and drag gestures. Drag rows with a mouse was 
slower and more error prone on PCs, becoming more difficult reconciling 
long lists. Merging more than two lists was possible, but multiple levels of  
similarity were problematic. Simply grouping all drugs lost details of  drug 
connections. Grouping by class or indication was difficult because 
groupings were repeated in both lists. 

� 


Figure 9: An alternate design of two stacked lists, unreconciled at top and reconciled below. 
Drugs are grouped by similarity. Color indicates type of similarity. Dragging rows from one list 
to the other indicates which drugs are to be kept. 

Additional design considerations 
When to use animation? While animation has been shown compelling 

and helpful revealing transformations in complex graphical 
representations (such as trees or graphs), other studies cast doubt on 
animation's usefulness in learning [230]. To gauge if  animation was 
beneficial in TwinList, a pilot study was conducted with 20 participants 
comparing TwinList with multistep animation versus a direct jump to 
final layout [231]. The study found no significant difference in training 
time, but differences were observed in user comments and clarification 
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questions. Only 3 of  the 10 participants who learned with the multistep 
animation reported being initially confused about the five-column layout, 
compared to 9 of  10 for those learning without animation. Fourteen out 
of  20 stated they favored learning with animation, citing its ability to 
"show you where everything goes" and how everything "connects." A 
paired t-test for a related survey question indicated full animation was 
considered more helpful for learning (p = 0.02). Seventy percent of  
participants (n = 20) preferred the full animation for initial learning. 
Ninety percent stated they would prefer to go directly to the final layout 
for regular use (i.e., after learning). 

The danger of  scrolling: In any user interface design, long lists may spill 
over a single screen. In reconciliation, scrolling may cause users to forget 
to take action on some of  drugs. This led to our decision to keep the Sign 
off  button inactive until a decision had been made regarding all drugs. 
Scrolling also may cause some drugs to be off  screen when highlighting 
multiple drugs. For this, we added a popup notification at the edge of  the 
screen. In Figure 10 a "…more (1)" prompts users to scroll. An 
alternative would be to temporarily animate/move the related 
information closer to the cursor. 

� 


Figure 10. A box labeled "…more (1)" pops up from the bottom right when more information is 
available by scrolling (here signaling the drug magnesium hydroxide also appears in a different 
class below). This subtle use of animation draws users' attention. 

Options and user control: The decision to group drugs by class or 
diagnosis can be left to users by providing easily accessible controls. In 
TwinList a single click on the top menu toggles grouping by class on and 
off, allowing rapid switching between two views. Keyboard shortcuts are 
also available (C for grouping by Class, M for multi-class, N for None). 
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Similarly, animation can be turned on and off. Drug name display can be 
changed from "as prescribed" to all brand name or all generic. User 
testing should decide which options should be on by default, or even what 
options are offered. Our prototype allows users to remove/hide 
medication from a list once a decision has been made. This makes 
progress visible as users see the list shrink, decreasing the need for 
scrolling. 

Revealing similarities within the lists: While the role of  preprocessing and 
spatial layout is to clearly indicate similarities between lists, TwinList can 
also show similarity within lists. When a drug has been prescribed twice, 
similar drugs within the list are highlighted in dark grey during 
mouseover events. 

Automatic reconciliation–or not? For efficiency, it's theoretically possible to 
automatically reconcile some drugs. For example, interface designers 
could choose to automatically reconcile: 1) all identical drugs, 2) all 
unique intake drugs, or 3) all intake drugs. Each scenario provides modest 
gain, but still requires review by the prescribing clinician. Automatic 
reconciliation increases the chance of  a patient accidentally placed on a 
medication that should have been held due to changes in clinical 
condition. 

DISCUSSION 
Many reconciliation interface designs are possible. Dr. Belden in his 

HIMSS 2013 talk suggested a separate column for grouping by diagnosis 
and highlighting to reveal linkages between drugs and diagnoses. Yet 
another option is reconciling drugs one group at a time, for example, by 
starting with large drug classes (e.g., all the antihypertensive medications 
in our earlier example). Faced with many options, EHR developers 
should design interfaces that match their product's overall design 
philosophy.  

We trust further research will quantify the benefits of  individual 
interface elements (animation, groupings, etc.) and guide the 
development of  new designs. Continued research will help interface 
designers make better decisions, enabling healthcare workers to 
accomplish tasks more safely and efficiently.  
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Our work demonstrates the complexity and importance of  designing 
HIT user interfaces that provide cognitive support to improved clinician 
speed and accuracy. To gain full benefit, effective interface design should 
be applied to all clinical tasks supported by EHRs. 

We received positive feedback from two dozen clinicians, but 
acknowledge the need for further evaluation. Comments indicate 
animation was helpful and our groupings meaningful. This led to a pilot 
implementation of  TwinList in Microsoft Amalga, an adaptation for 
problem list reconciliation at Massachusetts General Hospital, and 
several ongoing projects that added TwinList to existing EHR systems. A 
user study of  speed and accuracy between the TwinList interface and 
baseline systems is underway. 
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ABSTRACT 
Medical professionals issue and review many orders for patients, such 

as lab tests, imaging studies and referrals. Medical order management is a 
complex process. When it fails, treatment effectiveness, patient safety and 
satisfaction suffer. We developed design guidelines for rich tabular 
displays that: 1) show pending results, 2) prioritize by late and lost status, 
3) clarify responsibility, and 4) embed actions. We found benefits applying 
these guidelines in a user study and application in a variety of  other 
domains. 

INTRODUCTION 
Sue injured her leg in a bad fall and visited her 
doctor. Her primary care physician ordered an X-
ray, one of dozens of orders the physician wrote 
that day. Sue scheduled an appointment at an 
independent radiology center for the following 
day. A technician took images. The radiologist 
was supposed to review the images and write a 
report to be faxed to her primary care physician, 
but something went wrong. The physician never 
saw the results. Sue's primary care physician had 
Electronic Health Records, but did not notice 
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Sue's test results missing. Her fracture was never 
treated. Sue lost her leg. 

This is a real story. Many things can go wrong in a complex process 
with many steps, multiple actors and various responsible parties. Patients 
can be physically harmed if  a lab test or imaging study is lost or 
mishandled, and patients can become sicker or die if  referrals to 
specialists are lost [232]. Failure to follow up on abnormal test results is 
one of  the most frequent causes of  medical malpractice litigation in 
outpatient medicine [233]. Timely management of  medical orders 
improves efficiency and effectiveness of  treatment, patient safety, and 
overall satisfaction [234]. 

There are no standards regarding how best to manage medical 
results [235]. A study of  contemporary test result management systems 
discovered interface and logic errors in routing, physician records, system 
settings, and system maintenance tools [236]. During our interviews, we 
saw environments where needed results were received in a timely and 
reliable fashion (e.g., emergency rooms in hospitals with all test facilities 
in house), while others reported high rates (20%) of  late or lost results. 
We observed physicians keeping paper "cheat sheets," and staff  and 
patients spending hours on the phone tracking missing results. Even 
when physicians have reliable systems, medical staff  do not routinely 
check the status of  all pending orders [236]. Better management of  
medical orders and test results could yield significant benefits. 

Because lists are the most common way of  managing daily work 
[237], we focused on interactive rich tables to indicate medical order 
progress. We developed a prototype of  rich tables generated using the 
Multi-Step Task Analyzing, Reporting, and Tracking (MSTART) system 
from workflow models of  processes (multiple steps associated with possible 
user actions) [238]. Rich tables were refined by conducting iterative 
design reviews with medical professionals. The result are guidelines to 
improve timely management of  medical orders by using tables that: 1) 
show pending results, 2) prioritize orders and results by late and lost 
status, 3) clarify responsibility, and 4) embed actions. Items 1 and 2 
encourage users' attention. Items 2 and 4 allow users to rapidly take 
action. Our guidelines extend Stephen Few's table design 
recommendations [239] and Microsoft's Common User Interface design 
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guidance [240] to medical systems. A user study was conducted to 
formally compare rich tables based on our guidelines to a common 
interface used for reviewing medical test results. We learned that our 
guidelines can help reduce the problem of  missed results. 

���
Figure 1. Rich tabular displays as seen by a physician. Rich tables adhere to our design 
guidelines. Hovering over rows reveals informational tooltips. 

Related work 
To the best of  our knowledge, state-of-the-art medical order tracking 

is represented by Partners Healthcare Results Manager [241]. Results 
Manager is limited by not showing late results or impediments to taking 
rapid actions on them. Other clinical event notification systems [242] 
remind physicians to follow up on results, but research shows such 
systems can generate undesired alerts and cause clinician alert fatigue, 
potentially resulting in providers bypassing or missing important alerts 
[243]. Other researchers applied workflow management techniques to 
clinical situations [244] with models that assist optimizing or testing 
workflows in the context of  an ideal environment. In contrast, we focused 
on what can go wrong in real world situations. 

Many principles can be learned from well designed alert systems. 
Researchers have built tools to support organizing users' daily tasks and 
roles [237]. These systems generally display tasks as chronologically-
ordered lists [245] and remind users about pending tasks. Users may 
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switch between screens to complete tasks, but such interruptions have 
been found to reduce awareness [246, 247]. In the medical domain, 
interruptions contribute to error risk. Information visualization research 
has applied situation awareness theory [248], but this requires users focus 
on the visualization to discover anomalous behavior. We found medical 
workflow to be more dynamic and time critical. 

DESIGN GUIDELINES 
We offer design guidelines based on shortcomings of  existing EHR 

interfaces. For example, in many systems, physicians scan a list (either of  
all patients, or per patient), which serves as a reminder to review results. 
Pending orders are usually not visible unless a physician reads details of  a 
patient's record or uses a reporting tool. In many EHR systems, 
physicians are forced to remember orders they have placed. Systems 
generally have no notion of  latency between orders and results. Result 
lists may be sorted by arrival date, with newer results inserted at the 
bottom. A physician may have no way of  knowing if  an expected result is 
missing, but even if  they do, their only option may be tracking it down 
via phone. Once results have been reviewed, there is often no mechanism 
to ensure followup. 

Show pending results 
Tables should provide access to results, pending orders, and planned 

orders, whether all patients or only one. Figure 1 shows an example of  
Dr. Brown's orders. Returned results are listed on top under "Results to 
Review," while orders that have not yet returned are shown under 
"Pending Test Results." Orders that have been issued, but were intended 
for the future (e.g., a mammogram on a patient's 50th birthday) are 
accessed under "Planned Tests" (shown here collapsed). Orders 
automatically move from planned to pending at the appropriate time. As 
results arrive, their entry moves to the topmost table. Results are removed 
once the physician has reviewed them and confirmed followup. 

Prioritize by late and lost status 
Our prototype employs an underlying result management workflow 

model that assigns normal and maximum durations to each step. For 
example, a patient may be given between three days and a week to 
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schedule and get an X-ray. We calculate normal and maximum expected 
durations for each step, although physicians can overwrite the normal 
duration if  a rapid return is desired. An order exceeding normal 
expected duration (reflected in the "Result Due" date) is determined late 
and shown in orange (e.g., an X-Ray still being processed on the tenth 
day). After the maximum time has passed, the order is considered lost or 
not completed (shown in red) and may have to be repeated or cancelled. 
Time to complete each step can be logged for later retrospective analysis 
to discover bottlenecks, determine best and worst performers, or adjust 
normal and maximum expected durations. 

Steps completed by physicians also have normal and maximum 
durations. The result list at the top has a "Review By" date. A physicians' 
work might be late (orange) or incomplete (red). Orders not yet reviewed 
are coded yellow, while those in white indicate they have been reviewed, 
but followup not completed. Color acts as a filter. The Pending table 
shows only severe (late and lost) cases with lateness information available 
to all users of  the system. For example, clinic managers can track if  
physicians follow up their orders on time and can forward results to 
alternative physicians if  needed (e.g., in case of  physician illness). Due 
dates can be modified directly in the table if  needed. 

Results are sorted first by lateness, second by review status, third by 
abnormality (shown with a warning sign), and finally by patient name, 
which groups results. Pending orders are sorted by lateness, then by 
patient name. 

Clarify responsibility 
Pending orders have a column for order status (see Figure 1) 

indicating the last completed step. A click on the row pops up a menu 
(Figure 2) showing who is responsible for progress of  the order and its 
expected completion. For late orders, there is information on who to call 
to speed up the process. When an order is considered lost, a reorder 
button appears. 

The popup reveals completed steps in chronologically descending 
order. The first step of  each pending order is the patient scheduling an 
exam, making the patient the first responsible person (see the last item 
under "Completed steps" in Figure 2). The next step involves an outside 
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facility processing the order (see the first two bullets under "Completed 
steps" in Figure 2). The letter 'P' or 'F' in the results table distinguishes 
preliminary from final results (Figure 1). These results appear in both 
Pending and Results tables because the order has not finished processing 
(the outside facility responsible is still finalizing the report). 

Embed actions 
While some test results require careful review in separate screens (e.g., 

patient history), there are many situations where action can be taken 
directly, for example, when test reports come back normal. We allow 
users to take immediate action within the results list. Possible actions 
depend on the role of  the logged-in user. When physicians or residents 
click a result, the report and simple follow-up actions appear side-by-side 
and below the row (Figure 3). If  more information is needed to deal with 
a complex case, a double-click opens the patient record. In other cases, a 
panel of  common actions is accessible and remains on screen until users 
indicate they either need to return for further review (the result remains 
in the list and is colored white), or that the followup is complete (moving 
the result from the list into the "Complete" panel in Figure 1). 

USER STUDY 
We undertook a within-subjects study to quantify benefits of  our 

guidelines and approach. Eighteen study participants took on the role of  
physicians and answered questions about the timeliness of  orders using 
three interface variations. The baseline interface consisted of  a single list 
of  chronologically ordered results. A second interface added a separate 
list for pending orders. A third interface prioritized pending orders by 
lateness. Interface presentation order was counterbalanced and randomly 
assigned. Participants were given five minutes to read and remember a 
list of  twenty patients orders with normal and maximum durations to 
complete different order types. Participants were then asked to perform a 
distraction task for five minutes (so that they did not remember details). 
After a short introduction to the interface, participants were asked to 
identify which orders were late (i.e., longer than normal) and which were 
lost (exceeding procedure time limits). We recorded the time to arrive at 
the correct answer and the number of  corrections participants had to 
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make. In addition to $10 compensation, a bonus $10 was offered to best 
performers in each interface. 

Results (Figure 4) suggest showing pending results can decrease the 
time needed to answer questions by more than a half  and that 
prioritization of  results helps even more. We ran a repeated measures 
one-way ANOVA (three treatment levels) with pairwise comparisons 
using the Holm adjustment method. Differences were statistically 
significant (p < 0.01) and post-hoc paired t-tests established differences 
between interfaces: baseline to second (p < 0.01), baseline to third (p < 
0.01), second to third (p < 0.01). 

���
Figure 2. Popup menu for pending orders. 

���
Figure 3. Interactive action panels facilitate rapid completion. Results appear on the right. 
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Figure 4. Results of our user study (eighteen participants). 

DISCUSSION 
Physicians provide better care for patients when they manage test 

results promptly. EHR systems should report delayed orders and 
effectively guide clinicians to act. Our results suggest applying these 
design guidelines can improve timely management of  medical orders. 

These guidelines are generalizable to tracking interfaces built for 
other processes where parties separated by time and distance 
collaboratively handle different steps. Examples include, but are not 
limited to, software development cycles, paper-review process in 
academic journals, and business processes such as return merchandise 
authorizations. 

There are limitations to our study. It was difficult to simulate a real 
environment in an hour-long study. Our distraction task separated 
ordering from the reviewing step, but did not include distractions that 
may occur during order or review time. We believe our study's results 
could have been more prominent if  there were more distractions, 
although this may have overwhelmed participants. Although we offered a 
prize to increase motivation, participants did not develop strategies to 
remember orders. As the study progressed, participants seemed to realize 
attempting to memorize orders was useless, and ultimately gave up—
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which confirmed our finding of  physicians using cheat sheets to 
remember orders. 

CONCLUSION 
Missed medical test results and lost referrals are serious problems. We 

propose design guidelines can ensure timely management. The results of  
our user study confirm better designs can have a dramatic effect on 
performance. Clarifying responsibility and embedding actions in rich 
tables can further reduce the problem of  missed results. We believe our 
guidelines can offer improvements to similar workflows. We are currently 
working on interfaces that facilitate retrospective analyses of  performance 
data to identify bottlenecks, best and worst performers. 
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Clinical Design Support
The C in SHARPC stands for cognitive. SHARPC considers an EHR 

has cognitive support if  the system was designed for problem solving and 
decision making to achieve the highest quality of  care measured by the 
Institute of  Medicine's six dimensions of  quality: safe, effective, timely, 
efficient, equitable, and patient centered. SHARPC researchers studied 
problems challenging cognitive decision support and developed 
knowledge bases (Chapter 18), models and ways to summarize complex, 
chronically-ill patients' electronic health records (Chapter 17).  

Improving problem list accuracy, critical for patient care and decision 
support, was also studied (Chapter 19). SHARPC created ways that 
decision support rules can be formalized, shared, and customized for 
local use. Research led to the development of  an authoring tool for 
knowledge engineers and subject matter experts (Chapter 20). Chapter 
21 describes an application for diagnosing systemic inflammatory 
response syndrome that demonstrates how a deep understanding of  
expert clinicians' cognitive processes can be transformed into a practical 
EHR tool. 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ABSTRACT 
We developed model-based techniques to automatically generate 

clinical summaries from complex electronic health record (EHR) data. 
Research included studying how clinicians collect, distill, interpret, and 
synthesize patient information. To organize our work, we developed an 
eight-dimension socio-technical model of  safe and effective EHR 
implementation and use. We also developed AORTIS (Aggregation, 
Organization, Reduction and Transformation, Interpretation and 
Synthesis), a six-stage model of  data summarization. We used the socio-
technical model to explore clinician utilization of  EHRs in various 
ambulatory settings and the AORTIS model to evaluate the clinical 
summarization capabilities of  several EHR products. We then developed 
prototype clinical summarization displays using the Harvard SMART 
platform. This research provides a theoretical and practical foundation 
for future work in computer-generated clinical summarization. 

INTRODUCTION 
The ability of  clinicians to collect, distill and accurately interpret 

patient information is critical. Clinicians often face volumes of  data from 
a variety of  sources and strain to separate important information from 
background noise. They must also condense and refine information to 
communicate with colleagues in the course of  providing continuous and 
coordinated care [249, 250]. The way information is structured and 
presented to clinicians can profoundly influence their decision making 
[251]. Medical information is often fragmented, existing in a wide range 
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of  locations and formats, which puts patients at an increased risk of  
errors, adverse events and inefficient care [252]. An accurate, well-
designed, context-specific summary could save time, improve clinical 
efficiency and mitigate errors. 

Clinical summarization can be defined as collecting, distilling, and 
synthesizing patient information to facilitate a range of  clinical tasks. 
Discharge summaries, daily progress notes, patient handoffs at shift 
change and oral case presentations are common. We narrowed the 
definition to healthcare provider efforts that result in patient-specific 
clinical data to assist communication and decision making. This differs 
significantly from the concept of  text summarization, which broadly refers 
to creating a text summary from one or more source documents (e.g., 
scientific articles, literature abstracts, and multimedia). 

While some aspects of  clinical summarization have become easier 
through electronic health records (EHRs), other aspects are now more 
complex. Clinicians collect and process enormous amounts of  clinical 
data, creating the potential for information overload and error [243, 
253]. This overload can cause frustration, inefficiency and 
communication failure [254], leading to important data being overlooked 
[174]. Problems will likely increase with health information exchanges 
(HIEs), which allow broad sharing of  patient data. Poor presentation of  
clinical information can also impair medical decision making, 
contributing to medical errors and reduced quality of  care [255]. 

Readily accessible and perfectly legible clinical notes, laboratory 
results, images, and provider correspondence inform clinical care [256], 
but pose a challenge for time-pressured clinicians working in busy settings 
[243]. Early EHR adopter organization patients may have accumulated 
more than ten years of  electronic health data. As the number of  
clinicians using EHRs increase and HIEs capable of  exchanging patient-
level data expand, the quantity of  data that clinicians need to review for 
safe and effective care will exponentially grow. Clinicians must integrate 
these data with their medical knowledge and the scientific literature, then 
integrate this knowledge with their institution's policies and government 
regulations. Solutions require explicit, unified, accurate, and 
comprehensive patient-centered models that reflect the true work domain 
ontology [257].  
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Automated methods of  using patient-centered knowledge to 
summarize and display patient clinical information are needed. The 
ultimate goal of  our research are knowledge models and knowledge bases 
that produce clinical summaries as clear and concise as Figure 1. 

� 

Figure 1. Example of automatic clinical summarization (problem-oriented view). Reprinted with 
permission from J Biomed Inform. 2011 Aug;44(4):688-99. 

Clinical summaries can be divided into three interrelated categories: 
source-oriented, time-oriented and concept-oriented views [258]. Source-oriented 
views derive from traditional paper charts where information is filed in 
separate categories to facilitate document retrieval [259]. Source-oriented 
views are part of  most EHRs. Information is organized according to 
source, allowing data to be grouped into categories, such as laboratory 
results, imaging studies and medication. Time-oriented views organize 
information based on when it was collected and order data 
chronologically in normal time or reverse time (most recent first). 
Information may delineate a sequence of  events or details of  a care plan 
and are common in both paper and electronic records. In a concept-
oriented view, data is organized around specific clinical concepts, such as 
medical problems or organ systems. Using a concept-oriented view 
requires significant clinical knowledge (physician expertise or 
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computerized knowledge database), but can speed information retrieval 
and improve medical decision making [260, 261]. Each view, alone or in 
combination, is a valuable way to analyze patient data across a range of  
clinical tasks. 

Our first challenge was identifying data and methods to model a 
clinicians' desired interactions with patient medical history, then 
summarizing patient histories and identifying appropriate actions to 
improve clinician decision making. Our second challenge was designing 
automated methods to create accurate, succinct, condition-dependent 
and independent computer-generated summaries of  patients to improve 
patient safety, clinician efficiency and satisfaction, and reduce cost of  
care. 

APPROACH 
Our work was divided into three parts. Part 1 identified the data and 

methods clinicians use to make sense of  vast clinical information 
contained in state-of-the-art EHRs. For this, we developed a form of  
ethnography called the Rapid Assessment Process (RAP). Part 2 
developed a theoretical framework to study the data summarization 
process. Part 3 used clinical knowledge bases (described in Chapter 18) to 
create prototype clinical summarization displays. 

Part 1: The rapid assessment process 
RAP methods were used to understand user needs for 

summarization. RAP is a modification of  traditional ethnography's 
ability to address "how" and "why" [262]. Often used in international 
and public health settings, we modified the approach to study different 
clinicians (e.g., primary care, sub-specialists, hospitalists) using EHRs in 
different settings (e.g., clinics, emergency rooms, hospitals). RAP consists 
of: 1) selecting sites and participants to maximize what is learned in the 
shortest time, 2) using local collaborators to identify clinicians to 
interview and observe, 3) collecting data using multiple observers and 
methods (e.g., observation, think-aloud, focus groups, surveys, task 
analyses, document analysis), and 4) collaborative, structured data 
analysis. 
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Part 2: A Theoretical framework for clinical summarization 
We developed a conceptual framework based on existing 

summarization theories and clinical summary real-world use. We 
characterized tasks inherent in clinical summarization and the structure 
and function of  clinical summaries to: 

1. Provide a common framework applicable to clinical summaries of  
different types (narrative vs. structured) and uses (e.g., discharge 
summary, patient handoff); 

2. Describe a method of  analyzing human and computer-generated 
summaries; 

3. Facilitate standardization or automation of  clinical summaries; 

4. Encourage future research on clinical summarization. 

The creation of  clinical summaries can be modeled in five steps: 
Aggregation, Organization, Reduction and Transformation, 
Interpretation and Synthesis (AORTIS). Any or all of  these steps could 
be performed by a clinician or automated system to produce concise and 
accurate summaries.  

The AORTIS model is sequential (Figure 2). Output from one step is 
input to the next and varies based on the clinical task the summary 
supports. Not all steps are of  equal importance or apply to every 
summarization scenario. For example, if  only one data type is aggregated 
(e.g., weight), there may be little need to organize the data (e.g., sort by 
time/date) before reducing (e.g., finding the most recent or current value 
or the maximum, minimum or mean) or transforming (e.g., graphing). A 
step may be bypassed, with data from aggregation flowing directly to 
reduction and transformation. The model can also terminate early. For 
example, aggregating and organizing lab results may be useful even 
without reducing, transforming, interpreting or synthesizing. 

Aggregation 
Aggregation is the collection of  data from various sources. Clinical 

data may exist in both paper and electronic formats, or in multiple 
databases and multiple care sites in organizations with EHRs. Types of  
data include numerical (e.g., laboratory results), structured and/or coded 
text, (e.g., problem lists), and unstructured free text (e.g., progress notes). 
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Data aggregation may be accomplished by a clinician and facilitated by 
electronic tools (e.g., a lab results review module). 

An aggregation example is collecting a patient's LDL cholesterol 
results over ten years. Accomplishing this basic task of  aggregation is 
relatively straightforward if  the patient received care primarily at one 
location with an integrated EHR (e.g., a VA healthcare facility). The task 
becomes much more difficult if  the patient moved or changed providers, 
with data in multiple places and/or under multiple naming conventions. 
After aggregation, clinical data is often available in excess and difficult to 
interpret. Difficulty increases as the amount of  stored information grows. 
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Figure 2. Illustration of the AORTIS Model of clinical summarization. 

Organization 
Aggregation and organization are distinct stages, each with unique 

challenges. Organization is the structuring of  data according to a 
principle without condensing, altering, or interpretation. Two common 
organization operations are grouping (e.g., putting all HbA1c values 
together) and sorting (ordering lab results by date or value). When using 
paper charts, organization typically occurs following aggregation, but in 
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an EHR can occur near-simultaneously to aggregation. Realistically, most 
patient information must progress to the organization stage to be of  
clinical value. 

LDL cholesterol test results could be sorted chronologically, by value, 
or grouped by laboratory of  origin (hospital, PCP, previous PCP, VA, 
etc.). Both source and time-based LDL value organization aids clinicians' 
understanding aggregated data. In paper records, views must be 
manually created by clinicians or administrative staff. Physical properties 
of  the record may be designed to accomplish time-oriented organization 
(e.g., an hourly flow sheet, space for entering daily progress notes), but 
manual organization can be a lengthy process. Electronic systems, in 
contrast, can organize the same data almost instantaneously. 

Reduction and Transformation 
Clinicians are vulnerable to information overload without further 

data processing after organization. Data condensation can occur by 
reduction or transformation. Reduction culls salient information from the 
database without altering it to decrease the amount of  data presented. 
For numerical information, this might include a selection of  the most 
recent values, maximum values (i.e., medication peak levels), minimum 
values (i.e., medication trough levels), or statistical reductions such as 
medians. For text-based information, this might include selecting results 
or notes over a certain timeframe or category (e.g., endocrinology consult 
notes, radiology reports, all notes that mention the term "back pain" or 
the "assessment" section of  all progress notes). 

Transformation is the process of  altering a data view or data density 
to facilitate understanding. A simple form of  transformation is trending: 
the qualitative description of  a basic pattern in data (e.g., transforming an 
array of  HbA1c values to the statement, "the patient's HbA1c level 
decreased 29% (from 8.6 to 6.2) over one year"). Another example is the 
graphical display of  laboratory results (e.g., HbA1c levels) over time. In 
this transformation, values are translated from numeric representation to 
spatially-oriented displays. Transformation can also be accomplished 
using other visual tools, such as metaphorical graphics overlaid on a 
schematic diagram of  the human body or timeline [208, 263]. 

~ Page !  ~258



Reduction and transformation require less contextual clinical or 
general scientific knowledge than interpretation or synthesis. For 
example, HbA1c is a numeric value. It's fairly simple to find the mean 
HbA1c by summing all values and dividing by the number of  values 
summed. Another example: qualitative urine human chorionic 
gonadotropin is a discrete text value. Finding a true arithmetic mean 
value is not possible. Theoretically, a median or modal value could be 
calculated, although the clinical significance of  an average value would 
depend on the nature of  the test and its clinical context. In the absence 
of  high-level summarization, reduction and transformation are tools for 
producing extracts because these steps do not depend on patient-specific 
information. 

Continuing the LDL example, reduction might be used to create an 
extract of  a patient's LDL by reporting the most recent or maximum and 
minimum results for a given time period. Transformation might yield a 
line graph of  available values over time or a description of  the data's 
trend (which is also considered an extract). 

Interpretation 
Interpretation is context-based analysis of  a single type of  clinical 

data using general (versus patient-specific) medical knowledge. For 
example, selecting abnormal lab results to include in a patient handoff  
summary requires interpretation by a clinician or computer program to 
identify which results are abnormal. Many lab result reports include an 
indication of  abnormally high or low results made by a computer using a 
knowledge base of  abnormal and critical ranges. This is an example of  
simple interpretation because it applies general medical knowledge to a 
single data type for a specific patient. 

Interpretation requires a clinical knowledge base. Despite progress in 
machine learning, artificial intelligence, expert systems, natural language 
processing and clinical decision support, interpretation beyond abnormal 
flags and reference ranges remains largely in the hands of  clinicians. 
However, for the purpose of  accomplishing a highly specific clinical task, 
automated high-level systems can be created, such as computer-assisted 
acid-base interpretation [264] and EKG interpretation [265]. 
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Interpretative elements can be added to transformed data. For 
example, one could add a text alert indicating recent changes, such as 
"LDL level has increased over the past year and now exceeds goal level." 
Horizontal lines showing the limits of  the normal range could be added 
to a graphical display, thus facilitating visualization that a patient's results 
are outside normal limits. Both require general medical knowledge to 
define "goal levels." 

Synthesis 
The final phase of  AORTIS is combining two or more data elements 

with knowledge-based interpretation of  patient state to create meaning 
or to suggest action. Synthesis is the most sophisticated and valuable form 
of  clinical summarization because concept-oriented views are possible. 
Following knowledge-based interpretation, clinical information can be 
understood in relation to other parts of  the medical record and can be 
viewed with respect to the patient's unique clinical status. Synthesis 
depends heavily on previous steps to create a reliable and complete 
clinical information summary.  

When one interpreted piece of  information (such as an abnormal lab 
result) is synthesized with other types of  patient information (such as 
medications used to treat the condition), more sophisticated meaning is 
generated. For example, a simple synthesis of  LDL results might yield the 
statement, "In response to elevated LDL levels on 12/01/09, a statin was 
initiated and LDL levels decreased to normal on 2/1/10." This synthetic 
statement brings together the identification of  an abnormal value with 
pertinent medical history and succinctly provides a rich array of  patient 
information. The statement, thus, captures: 1) a previous abnormal LDL 
on December 1st, 2) the now normal LDL on February 1st, 3) the 
initiation of  a lipid-controlling medication, 4) the downward trend in 
LDL, 5) the implication that medication helped lower LDL, and 6) the 
impression that the patient's hyperlipidemia is well-controlled with 
medication.  

Part 3: Development of  clinical summarization prototypes 
We developed a patient summarization application using the 

Harvard University SHARP project's Substitutable Medical Apps 
Reusable Technologies (SMART) platform [266]. The app is based on 
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our proof-of-concept problem-medication linkage SMART app based on 
a National Drug File – Reference Terminology knowledge base [267]. 
The summarization app can be run in any EHR environment that either 
supports SMART or runs the SMART-enabled i2b2 clinical bridge [268]. 
The bridge demonstrates a pathway for reusable app development that 
does not require EHR vendors to immediately adopt the SMART API. 
Apps can be developed in SMART and run by clinicians in the i2b2 
repository, reusing clinical data extracted from EHRs.  

We modeled our summarization app's user interface on a previously 
designed OpenVista prototype interface of  a problem-oriented view. The 
interface was evaluated using the TURF framework (see Chapter 2) for 
EHR usability [7, 269]. We developed the app using HTML and 
JavaScript, the Bootstrap front-end framework (http://
getbootstrap.com/) and Google Visualization API [270]. Our original 
proof-of-concept SMART app showed all problems and medications on 
one screen, which was unwieldy for complex patients, and displayed 
output in a rigid HTML table. The new app featured a cascading style 
sheet and fluid grid design to ensure proper proportions for key screen 
resolutions. 

RESULTS 
Results from the clinical summarization project are divided into the 

same three parts as our Approach. 

Part 1: The rapid assessment process 
We used RAP in clinical settings at The University of  Texas 

professional practice plan, Baylor College of  Medicine faculty practice 
plan, Houston VA ambulatory clinics, and Brigham & Women's Hospital 
Ambulatory clinics. We found:  

1. The majority of  patient problems were not recorded using structured 
clinical vocabulary terms in the EHR section commonly known as 
"problem list." This early finding caused us to devote significant effort 
developing new ways to infer patient clinical problems from 
structured and unstructured EHR data (Chapter 19). 

2. Understanding the roles health information technology plays in 
clinical care and patient summarization is challenging. We developed 
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and refined an eight-dimension socio-technical model to help us 
study the design, development, implementation, use, and evaluation 
of  HIT within complex healthcare systems (Figure 3) [271].  

� 

Figure 3. The eight-dimension socio-technical model of safe and effective EHR implementation 
and use applied to Clinical Summarization. 

3. Clinicians face numerous social, legal, ethical, and financial issues on 
a daily basis that have the potential to affect their usage of  HIT and 
EHRs. One example: "…key legal dilemmas that must be addressed 
in the near-term pertain to the extent of  clinicians' responsibilities for 
reviewing the entire computer-accessible clinical synopsis from 
multiple clinicians and institutions, the liabilities posed by overriding 
clinical decision support warnings and alerts, and mechanisms for 
clinicians to publicly report potential EHR safety issues. Ethical 
dilemmas that need additional discussion relate to opt-out provisions 
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that exclude patients from electronic record storage, sale of  de-
identified patient data by EHR vendors, adolescent control of  access 
to their data, and use of  electronic data repositories to redesign the 
nation's health care delivery and payment mechanisms on the basis 
of  statistical analyses. Finally, one overwhelming financial question is 
who should pay for EHR implementation because most users and 
current owners of  these systems will not receive the majority of  
benefits." [272].  

4. Lack of  an evidence-based definition of  EHR-related errors is 
holding back progress toward a safe and effective EHR-enabled 
healthcare system. We created our own definition: EHR-related error 
occurs anytime HIT is unavailable for use, malfunctions during use, 
is used incorrectly by someone, or when HIT interacts with another 
system component incorrectly, resulting in data lost or incorrectly 
entered, displayed, or transmitted [273]. 

5. There is emerging evidence of  EHR-related safety events [274]. 
Unfortunately, no national program to facilitate the collection, 
analysis, or investigation of  these events exists. We proposed the 
creation of  a national EHR oversight program for dedicated 
surveillance of  EHR-related safety hazards and to promote learning 
from errors, close calls, and adverse events [275]. 

6. Despite considerable progress in the adoption and use of  EHRs 
following the US government's 2009 Health Information Technology 
for Economic and Clinical Health Act [276], EHR adoption has 
resulted in larger than expected challenges in day-to-day clinical 
processes. For example, many clinicians perceive the total cost of  
EHR (money spent on hardware, software, and consulting services 
plus the additional time required to complete orders, notes, and 
billing, plus required changes to their workflow) outweighs direct 
benefits. Still, they acknowledge patients and payers are likely to 
benefit from EHR use. We hypothesized that by providing clinicians 
with assurances EHRs will deliver the features and functions they 
need and that the regulatory environment will support them, would 
improve EHR adoption rates. We, therefore, developed a set of  rights 
and responsibilities for EHR users [277]. Following publication of  a 
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first manuscript, we were asked to develop an additional set of  rights 
for clinicians caring for children [278]. 

7. At a time when health care organizations (HCOs) are focused on 
"meaningful use," we believe clearer guidance should be provided (to 
both clinicians and HCOs) to better align patient safety activities 
with those required to support a safe EHR-enabled health care 
system. We developed EHR-specific safety goals modeled after the 
Joint Commission's National Patient Safety Goals [279] to provide 
HCOs with focus areas for sustained improvements in organizational 
infrastructure, processes, and culture as they adapt to new, state-of-
the-art health information technology. 

Part 2: A theoretical framework for clinical summarization 
We compared different aspects of  12 ONC certified EHR systems' 

general clinical summary screens using our AORTIS model [280] (Table 
1). 
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Table 1. A complete listing of the EHR systems chosen is included. 

We found a wide variation in EHR product clinical summarization 
capabilities. For example, all EHRs were capable of  simple aggregation 
and organization of  clinical data, but only one demonstrated an ability to 
synthesize information from the data. 

EHR Product Version Implementation 
Site

Type of system

Partner's LMR Fall 2010 Partners Healthcare 
System, MA

Locally developed

Allscripts 
Enterprise

v11.2.0 UTHealth Practice 
Plan, TX

Commercially available

CPRS v1.0.27.90 VA Houston, TX Freely available

GE Centricity 2008 version University of 
Medicine & 
Dentistry, NJ

Commercially available

OCW v1.9.802 Oschner Clinic, LA Locally developed

StarPanel N/A Vanderbilt Practice 
Plan, TN

Locally developed

Springcharts v1.6.0_20 Web demo Commercially available

OpenMRS v1.7.1 Web demo Open Source; Freely available; 
Disease-specific (HIV/AIDS)

Cerner v2010.01 Stonybrook, NY Commercially available

ClinicStation v3.7.1 MD Anderson, TX Locally developed; Disease-
specific (Cancer)

NextGen Early 2008 
version

Mid-Valley 
Independent 
Physician's 
Association, OR

Commercially available

Epic v 2009 IU7 Harris County 
Hospital District

Commercially available
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Figure 4. Screen print of Partners HealthCare System's Longitudinal Medical Record (LMR) 
clinical summary screen. Used with permission. 

Part 3: Clinical summarization prototype 
We partnered with the Harvard SHARP team [281] to test prototype 

clinical summarization displays using SMART. Our clinical 
summarization SMART app user interface displays a list of  active 
problems on the left. Users may select a problem from the list and display 
associated medications on the right. Users can also click the "All 
Medications" text to toggle a list of  all prescribed medications for a 
patient. We have not yet integrated a knowledge base with lab results, so 
the app displays all historical lab results and vital signs below problems 
and medications. Users may click a lab result or vital sign to toggle the 
values display. Any lab result with multiple values is shown as a graph, 
generated using the Google Visualization API. (See video at: http://
www.i-jmr.org/article/downloadSuppFile/2454/6210. The app is open-
source and available as a free download [282]. 
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Figure 5. The patient summarization app running inside the SMART-i2b2 container. Shown 
here: urinary incontinence is highlighted and a relevant medication (oxybutynin) is displayed to 
the right; lab results are shown as line graphs below. Used with permission from: Interact J 
Med Res. 2013 May 30;2(1):e11. doi: 10.2196/ijmr.2454. 

DISCUSSION 
Developing automated methods to accurately and succinctly 

summarize a patient's clinical history from the vast amount of  structured 
and unstructured data in an EHR system remains one of  the "grand 
challenges" in clinical decision support [283]. It's also one of  the most 
important problems to be solved if  we are to provide safe and effective 
EHRs to all clinicians [262]. We believe we have made considerable 
progress understanding and solving this problem. For example, using our 
RAP methodology, we were able to identify socio-technical barriers that 
clinicians face. Our eight-dimension socio-technical model of  safe and 
effective EHR implementation has proven useful in several HIT-related 
venues:  

• Analysis of  EHR-related safety concerns [170]. 

• Comparison of  comparative effectiveness research platforms [284]. 

• Analysis of  Medicare's bundled payments demonstration project 
[285]. 

• Evaluation of  a new tablet-based, clinical data collection system for 
use in rural India [286]. 

• Evaluating the effectiveness of  EHR-based clinical referrals [287]. 
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• Understanding the management of  electronic test result notification 
in the out-patient setting [288]. 

Our AORTIS clinical summarization model has been used by 
outside research groups to evaluate a prototype clinical documents 
visualization tool [289] and in-patient clinical documentation system for 
physicians [290]. The model illustrates steps to enable robust clinical data 
synthesis, bringing multiple data elements together to allow clinicians to 
rapidly process clinical information. AORTIS provides a roadmap to 
guide clinicians to information contained in patient records. Although 
clinicians are well suited to completing final high-level steps in 
summarization, it's possible that with further study of  clinical cognition 
and workflow automated tools could support high-level summarization 
steps across a broader range of  clinical tasks. 

We demonstrated how large informatics projects could collaborate at 
a distance using freely available, open-source tools to develop a working 
prototype. This required agreement on syntax, software architecture and 
clinical content.  

The burden for developing innovative clinical data entry and displays 
has fallen largely on EHR vendors. A significant amount of  EHR vendor 
time, effort and money over the last four years has gone toward meeting 
Health and Human Services' meaningful use requirements [114]. As a 
result, we found collaborating with commercial EHR vendors to design 
and develop the next generation of  EHRs difficult. Instead, we used the 
Harvard SHARP team's SMART tool for testing clinical knowledge bases 
against real-world patient data. Our clinical summarization prototype 
user interfaces demonstrated the utility of  these knowledge bases. 
SMART has several important advantages: 

1. SMART shortens the learning curve of  app development by 
leveraging existing Web standards (e.g., JavaScript Object Notation 
data structures and Web service interfaces).  

2. The SMART API is a straightforward data model designed to meet 
the needs of  app development without trying to solve all use-cases for 
external clinical data views. This avoids more complicated formats 
such as the Clinical Document Architecture, a health care data 
standard for representing all types of  clinical data. 
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3. SMART's current read-only approach will be extended with methods 
to write data back to the record. SMART enables clinical app 
innovation by giving developers access to clinical data elements on 
individual patients, complemented by data analytical platforms such 
as i2b2 (for aggregate, research-oriented data repositories and 
reporting). 

FUTURE DIRECTION 
We plan to use large clinical databases from multiple organizations to 

improve knowledge base accuracy, leading to higher quality 
automatically-generated patient clinical summaries. 
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ABSTRACT 
Finding relevant patient information in electronic health 

records' (EHRs) large datasets is difficult, especially when organized only 
by data type and time. Automated clinical summarization creates 
condition-specific displays, promising improved clinician efficiency. 
However, automated summarization requires new kinds of  clinical 
knowledge (e.g., problem-medication relationships). We studied eight 
problem-medication pair knowledge bases using six different approaches. 
A standards-based ontology knowledge base created the largest number 
of  pairs (33,894,415). A reputation metric knowledge base was the most 
limited (983 pairs). Further research is needed to better understand 
knowledge bases for automated EHR data summarization. 

INTRODUCTION 
Electronic health records (EHRs) contain voluminous data of  many 

types: visits, problems, allergies, notes, laboratory test results, diagnoses, 
medications, health maintenance items, etc. The amount of  information 
can overwhelm clinicians, leading to frustration, inefficiency and errors 
[16, 17, 95, 174, 255]. Automated clinical summarization has the 
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potential to alleviate the problem of  too much information [277, 291], 
but few EHRs have implemented required components, in part due to 
difficulties developing knowledge-based tools [280]. 

Automatic clinical summaries require knowledge of  data 
relationships. There are a number of  approaches to developing 
knowledge bases for EHR summarization, each with advantages and 
disadvantages. Some approaches are manual and require expert clinician 
review. Others are automated, relying solely on computational methods. 
Manually created knowledge bases can be highly accurate, although time 
consuming to create. They may also be incomplete. Automation requires 
little clinician time, but may be inaccurate. 

APPROACH 
We compared six clinical knowledge base development approaches 

for clinical summarization: manual creation, a standards-based ontology, 
association rule mining, crowdsourcing, reputation metric and an 
ensemble method. 

Data sources 
We used data from three sources. Partners Healthcare (Partners) is a 

large integrated academic clinical care network. We randomly selected a 
cohort of  100,000 patients from the Brigham and Women's Hospital seen 
at least once during 2007 and 2008 who had two or more outpatient 
notes in their record. The EHR data set included 272,749 problems and 
442,658 medications. There were 1,756 unique problems and 2,128 
unique medications [292].  

University of  Texas Physicians (UTHealth) is a large, multi-specialty, 
ambulatory, academic practice. Clinicians are required to manually link 
medications to an indication within their patient's clinical problem list for 
all medications ordered through e-prescribing. Between June 1, 2010 and 
May 31, 2011, clinicians entered 418,221 medications and 1,222,308 
problems for 53,108 patients [293].  

Blue Cross Blue Shield of  Texas (BCBS-TX) is the largest 
commercial insurance provider in Texas. We extracted billed diagnoses 
and prescribed medications for 6,486,226 patients with claims between 
2008 and 2011 [294, 295].  
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Manual creation 
Knowledge bases can be manually created through expert clinician 

review. We used a six-step rule development process, including automated 
identification of  problem associations with other structured data, 
selection of  problems of  interest, development of  preliminary rules, 
characterization of  preliminary rules and alternatives, selection of  a final 
rules, and validation of  the final rule (Chapter 19) [296, 297]. We 
developed rules using data from Partners Healthcare that asserted 
"treats" relationships between medications and problems. 

Standards-based ontology 
The Veterans Health Administration National Drug File-Reference 

Terminology (NDF-RT) [298] system provides a formal content model to 
describe medications and definitional relationships (e.g., simvastatin 
"may_treat" hypercholesterolemia) [299]. We created a standards-based 
ontology knowledge base using the "may_treat" linkage from NDF-RT, 
with medications and problems mapped to the National Library of  
Medicine's RxNorm naming system [300] and Systematized 
Nomenclature of  Medicine Clinical Terms (SNOMED-CT) [301] using 
the Unified Medical Language System (UMLS) [267]. We expanded the 
linkage to all levels of  problem and medication hierarchies within UMLS 
using the "is" relationship within SNOMED CT and the "ingredient_of" 
relationship within RxNorm (Figure 1). To evaluate the resulting 
knowledge base, we randomly selected 25 patients who had at least three 
problems and at least five medications and reviewed all potential pairs for 
appropriateness as the gold standard.  

!
Figure 1. Generation of knowledge base for linking patient medications with clinical problems 
using RxNorm, NDF-RT, and SNOMED CT. Dashed line indicates inferred relationship. 
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Association rule mining 
Association rule mining identifies related concepts using measures of  

interestingness and has been successful identifying relationships between 
clinical data elements [302]. We developed three knowledge bases from 
association rule mining Partners, UTHealth and BCBS-TX [292, 303] 
data. For each knowledge base, we used a minimum support threshold of  
five and a minimum confidence threshold of  ten. The chi-squared 
statistic performed best when compared to a gold standard from our 
previous analysis. 

Crowdsourcing 
Crowdsourcing outsources tasks to a group or community. For 

example, Wikipedia depends on contributions from the public [304, 305]. 
Biomedical researchers are evaluating crowdsourcing to develop new 
resources, including drug knowledge [306, 307]. We created a 
crowdsourcing knowledge base from UTHealth data [227], using links 
between medications and problems manually asserted by clinicians 
during e-prescribing (Figure 2).  

� 
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Figure 2. Example screen showing problem manually linked to medication during e-
prescribing. 

To ensure accuracy of  retrieved links, we determined patient link 
frequency (the number of  distinct patients for whom a link had been 
asserted) and link ratio (proportion of  patients receiving a particular drug 
with a particular problem for which a link between the drug and problem 
had been manually asserted). We stratified problem-medication pairs into 
threshold groups using patient link frequency and link ratio. One 
hundred problem-medication pairs were randomly selected from each 
group to determine a threshold cutoff  for which links had an estimated 
accuracy of  95% or greater. Pairs meeting the threshold were included 
the resulting knowledge base. We compared the knowledge base to a gold 
standard review of  all potential problem-medication pairs for 100 
patients. 

Reputation metric 
Reputation metrics are often used for evaluating user-generated 

content, such as e-commerce transactions [308], product reviews [309], 
and e-news or forum comments [310]. We developed a reputation metric 
knowledge base using logistic regression that included three contributing 
variables: clinician link sharedness (the proportion of  links asserted by a 
given clinician also asserted by another clinician), clinician total distinct 
links (number of  unique problem-medication pairs linked by a given 
clinician), and clinician link ratio (for each distinct problem-medication 
pair linked by a clinician, the average of  the proportion of  links asserted 
for all scenarios in which the clinician had the opportunity to link 
problem and medication) [311]. We included pairs by clinicians predicted 
to have 95% or greater accuracy for linked pairs by the regression model 
(Figure 3). We evaluated pairs with the same gold standard used with the 
crowdsourcing knowledge base.  
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Figure 3. Definition of the clinician reputation metric approach. 

Ensemble 
We developed an ensemble method to integrate the five knowledge 

bases (association rule mining at Partners, UTHealth, and BCBS-TX; 
crowdsourcing; and reputation metric) into a unified computable 
problem-medication knowledge base. We mapped pairs from their source 
to standardized terminologies using natural language processing, then 
mapped medications to RxNorm at the ingredient level and problems to 
root ICD-9 codes (International Classification of  Diseases [312]). Figure 
4 shows the overlap of  knowledge bases. Measures of  confidence from 
each knowledge base approach were integrated into a matrix to facilitate 
problem-medication knowledge extraction from user-defined criteria. 
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Figure 4. Overlap between previously developed knowledge bases after mapping to be 
included in the ensemble knowledge base. 

RESULTS 
Knowledge bases varied in number of  pairs and estimated accuracy.  

Table 1. Summarization Knowledge Bases 

Knowledge Base Approach  
(Data Source)

Number of Pairs

Manually Created (Partners) 3,973

Standards-Based Ontology 33,894,415

Association Rule Mining (Partners) 6,427

Association Rule Mining (UTHealth) 104,424

Association Rule Mining (BCBS-TX) 271,853

Crowdsourcing (UTHealth) 41,203

Reputation (UTHealth) 982

Ensemble 128,928
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The manually-created knowledge base included 3,973 problem-
medication pairs, composed of  eight distinct problems (asthma, breast 
cancer, coronary artery disease, depression, diabetes, dyslipidemia, 
hypertension, and hypothyroidism) with 53 distinct sub-problems and 
909 distinct medications [296]. Although we did not formally assess 
accuracy of  the manually created knowledge base, specificity is likely 
high due to the expert review, although coverage of  the knowledge base 
compared to all possible clinical conditions and medications is low. 

The standards-based ontology knowledge base was the largest with 
33,894,415 problem-medication pairs. Pairs included 60,632 problems 
and 24,079 medications. Compared the gold standard review, the 
standards-based ontology knowledge base achieved 43.41% sensitivity 
and 98.28% specificity [267].  

We performed association rule mining on the three source datasets. 
We identified 6,427 problem-medication pairs Partners, including 168 
problems and 1,147 medications. Of  the top 500 pairs, according to the 
chi square statistic, 89.2% were found in the gold standard, suggesting a 
high level of  accuracy [292]. Using UTHealth, we identified 104,424 
problem-medication pairs, including 563 problems and 9,088 
medications. As with Partners, we found a high level of  accuracy for the 
top pairs [303]. Using BCBS-TX, we identified 271,853 problem-
medication pairs, including 1,693 problems and 2,459 medications. 

The crowdsourcing approach identified 41,203 problem-medication 
pairs, including 4,676 problems and 4,903 medications. Compared to 
expert review, crowdsourcing achieved a sensitivity of  56.2% and 
specificity of  98.0%. Evaluation of  the knowledge base combined with 
links asserted manually by clinicians found a sensitivity of  65.8% and 
specificity of  97.9% [227]. 

With the reputation metric approach, we identified 125 clinicians 
with an estimated link appropriateness greater than or equal to 95%. 
Problem-medication pairs linked by clinicians totaled 2,464 (982 pairs, 
including 368 problems and 572 medications), making it the smallest 
knowledge base. Our evaluation found the reputation metric knowledge 
base alone had a sensitivity of  16.1% and specificity of  99.5%. When 
combined with manual links by providers and the crowdsourcing 
knowledge base, sensitivity was 66.3% and specificity 97.8% [311]. 
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The ensemble knowledge base had 128,928 problem-medication 
pairs among 2,118 normalized medications and 2,186 normalized 
problems. At present, we have not evaluated the accuracy of  the 
ensemble knowledge base, although we anticipate good results as this 
approach is designed to combine the best aspects of  each approach.  

DISCUSSION 
Each of  the six knowledge bases identified a large number of  

potentially relevant problem-medication pairs with varying magnitudes 
and accuracy. The standards-based ontology knowledge base was largest, 
with over 33 million pairs. However, limiting source medications and 
problems to only those commonly prescribed (instead of  all medications 
and problems, which include entries as specific as medication ingredients) 
would likely decrease the size to a number more closely aligned with the 
other knowledge bases. The reputation metric knowledge base was 
smallest, however, these pairs were highly accurate.  

There are tradeoffs sacrificing specificity for sensitivity using a large 
knowledge base, or sensitivity for specificity with a smaller but more 
accurate knowledge base. Sensitivity is important for clinical 
summarization. Displaying a comprehensive overview of  a patient's 
history for a given condition is also important and could be harmful if  
information is omitted. However, if  specificity is not high enough, too 
much information may be displayed, which would render a clinical 
summary screen unhelpful compared. 

All knowledge base development approaches have computational and 
accuracy limitations. Because of  differing underlying terminologies, it is 
difficult to compare each approach. The ensemble knowledge base 
approach attempts to overcome this limitation, but we have not been able 
to develop an automated method to combine the various concepts 
encoded using differing clinical vocabularies from all knowledge bases, or 
evaluate the accuracy of  the resulting knowledge base. Methods to 
accurately map each knowledge base to a consistent terminology are 
required, and as with the approaches for developing the knowledge bases, 
the varying mapping methods have advantages and disadvantages. Prior 
research has described methods for developing similar clinical knowledge 
bases, including use of  standards-based ontologies, association rule 
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mining, and text mining. To our knowledge, our work is the first to 
combine the presentation of  all approaches. A comprehensive evaluation 
of  approaches is important to allow researchers and informatics 
personnel adopting these methods to understand benefits and drawbacks. 

There are limitations to our work. Although each method is included 
and presented for comparison, we were unable to directly compare 
approaches without having each mapped to a single, standardized 
terminology assessing overlap. Analyses were only performed 
independently. Some approaches were only evaluated using a single 
source of  data. It is unknown if  our approaches generalize across all 
healthcare settings. 

FUTURE DIRECTION 
We plan to better map knowledge bases to standardized terminology. 

We will also develop improved ensemble knowledge and apply these 
approaches to additional clinical data elements, including laboratory 
values and procedures. Our preliminary findings suggest additional 
approaches might be necessary [292, 293]. We hope to use the resulting 
knowledge bases to generate actual clinical summary screens (Chapter 
19) and conduct a trial to determine if  clinical summarization improves 
patient safety. 
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ABSTRACT 
Problem lists summarize patient medical histories. Accurate clinical 

problem lists are critical for patient care, clinical decision support, 
population health management, quality improvement and biomedical 
research. Unfortunately, clinical problem lists are frequently incomplete 
or out-of-date. We developed innovative methods of  constructing 
inference rules for 17 clinical conditions and evaluated an electronic 
health record (EHR)-based intervention to improve problem list 
documentation in a cluster randomized trial. A total of  17,043 problem 
list-related alerts were presented and 41.1% accepted. Providers 
documented significantly more problems in the intervention arm 
(adjusted odds ratio=3.4, p<0.0001), with an absolute difference of  6,277 
additional problems in the intervention group compared to the control 
group. Significant increases in documentation were observed for 14/17 
problems. Problem inference alerts in EHRs increase documentation of  
important patient problems in primary care, which can facilitate quality 
improvement and enable knowledge-based problem-oriented 
summarization. 
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INTRODUCTION 
Clinicians with a clear understanding of  their patients' problems and 

diagnoses make better clinical decisions [313]. Overall quality of  care 
increases, as does health organization quality improvement and 
measurement. Biomedical research efforts are also impacted.  

Problem lists were first proposed by Dr. Lawrence Weed in 1968 
[260]. Now a central component of  problem-oriented medical records, 
problem lists describe active diseases, document risk factors, facilitate 
workups and treatment, promote continuity of  care, help generate care 
plans and manage preventative care [314-316]. Computerized problem 
lists offer advantages over paper, such as linking laboratory results, 
imaging studies, medications and allergies to central problems [260, 317]. 
Electronic patient problem lists can be enhanced by structured problem 
vocabularies [318-320]. ICD-9 (International Classification of  Diseases 
[312]) and SNOMED (Systematized Nomenclature of  Medicine Clinical 
Terms) [301] are often used, but there are limitations [321-324]. Other 
methods to improve the structure, accuracy, and utility of  problem lists 
have also been proposed [320, 325-328]. 

An accurate electronic problem list is a cornerstone of  modern 
electronic health records (EHR). Clinicians use problem lists to 
familiarize themselves with the needs of  a patient treated for the first 
time, to inventory conditions that may require management during a 
visit, or as a marker of  contraindications for a therapy. Accurate problem 
lists make it easier to communicate with other care providers. Despite 
their importance however, problem lists are often incomplete and poorly 
maintained [329-331]. Inaccurate problem lists are associated with low 
quality of  care [332, 333]. 

Partners Healthcare, a large integrated academic clinical care 
network, uses problem lists to trigger reminders to help clinicians manage 
chronic diseases, which account for a large proportion of  healthcare 
costs. Twenty-two percent of  Partners' clinical decision support rules 
depend on coded patient problem lists [313]. A clinician with a diabetic 
patient, for example, will receive appropriate alerts and reminders to 
guide care. Quality care is measured and tracked, and the patient 
possibly flagged as eligible for special care management programs. 
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To receive federal incentives for "meaningful use" under the 
HITECH Act (up to $44,000 through Medicare and $63,750 through 
Medicaid), providers must "maintain an up-to-date problem list of  
current and active diagnoses." Eighty percent of  patients having at least 
one problem must be recorded or an indication of  "no known problems" 
entered [114, 334]. Since problem lists are often incomplete, alternative 
information sources have been sought. Several systems have been 
reported using natural language processing to infer clinical problems 
(25-27). Researchers have also used data mining to identify clinical data 
as proxies for problems [226, 292, 335]. Carpenter and Gorman (2002) 
used medication to identify possible problem mismatches [332] and 
Poissant et al. employed a combination of  billing codes, single-indication 
drugs and prescription indications to infer problems in an electronic 
prescribing system [336, 337]. Inferring patient problems through data 
mining is promising, but reported systems are limited. Most use only a 
single type of  data (medication, billing code, or narrative text) to make 
inferences. Many rely on time-consuming manual techniques for 
generating knowledge bases. To our knowledge, none have provided a full 
knowledge base for use or validation by others.  

We describe a knowledge base for improving problem list 
completeness [296], the results of  a randomized trial conducted using 
this knowledge base with an alert intervention [297] and the results of  a 
user survey [338]. 

APPROACH 
We developed a problem list knowledge base using a six-step process 

designed to yield high quality rules with known performance 
characteristics [296]: 

1. Automated identification of  problem associations with other 
structured data; 

2. Problems of  interest selection; 

3. Preliminary rules development; 

4. Characterization of  preliminary rules and alternatives; 

5. Final rule selection; and 
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6. Final rule validation. 

Additional knowledge bases were subsequently developed (Chapter 
18). We then created an electronic alert intervention for Brigham and 
Women's ONC-ATCB (Hospital Office of  the National Coordinator - 
Authorized Testing and Certification Body) certified Longitudinal 
Medical Record (LMR) system. The alert notified providers when a 
patient had an undocumented clinical problem. When a provider saved a 
note or reviewed a dictation, the system analyzed the patient's 
medications, laboratory results, billing codes, and vital signs and used the 
knowledge base to determine if  the patient likely had any of  17 study 
problems. 

When the system detected one or more potential problems, it 
reviewed the problem list to determine if  the problem was documented. 
If  not, an actionable alert was shown onscreen. If  more than one 
undocumented problem was detected, alerts for all undocumented 
problems were displayed in a single window (Figure 1). The reason for 
the alert was shown next to a checkbox to add the problem to the list. 
Problems were "pre-checked" for ease-of-use. Providers could accept the 
alert to add the problem to the problem list, and add details or select a 
related term (e.g., "gestational diabetes" or "diabetes mellitus type 2" 
instead of  simply "diabetes mellitus"). Or, providers could ignore the 
alert, causing the alert to re-appear when a new note was completed. The 
provider could also override the alert, which suppressed the problem for 
the duration of  the study. 
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Figure 1. Partners Healthcare LMR showing the problem inference alerts. 

We conducted a six-month randomized controlled trial of  the alert 
intervention and collected baseline data prior to the intervention. The 
study was approved by the Partners HealthCare Human Research 
Committee and registered with ClinicalTrials.gov (NCT01105923). We 
used a cluster randomization method to reduce risk of  contamination, 

Clusters (n = 28) were designated based on pre-existing 
administrative divisions within clinics. For example, one primary care 
clinic was divided into adult medicine, family medicine, and pediatric 
medicine, and another into suites A, B, and C. In both cases, sub-units 
were treated as separate clusters. Clusters were then grouped into three 
bands: hospital based, community and federally-qualified health center. 
Once grouped, clusters within each band were randomly allocated to the 
control or intervention arm, with 14 clinics randomized to the control 
arm and 14 to the intervention arm. 

Providers were not aware which arm their sub-clinic group was 
assigned until the intervention was implemented. Patients were not made 
aware of  the intervention. No pre-intervention orientation or training 
took place in the intervention arm. Blinding was not possible given the 
nature of  the intervention. Data were collected over a six-month pre-
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intervention period and a subsequent six-month intervention period. The 
system went live May 16, 2010 in intervention group clinics. Post-period 
data were collected prospectively for six months (183 days) in both arms, 
concluding November 14, 2010. Six months (183 days) of  pre-period 
data from both arms were retrospectively collected as a baseline. 

Primary outcome was alert acceptance rate, defined as the number 
of  accepted alerts divided by the number of  unique alerts presented. In 
certain instances, providers might see the same alert serially, so we 
aggregated presentations and acceptances of  the same alert for the same 
patient. We calculated acceptance rates for each of  the 17 conditions, as 
well as an overall acceptance rate. 

We measured the number of  study problems documented in the 
groups during both time periods as a secondary outcome. The 
unadjusted relative rate of  problem notation in the intervention group 
was calculated by comparing the number of  problems recorded in the 
intervention arm during the intervention period for all other groups and 
tested for equality with 1 using a normal approximation. We modeled our 
data as Poisson-distributed counts. 

We used Poisson regression with an interrupted time series to control 
for potential exogenous temporal effects. Five coefficients and a scale 
parameter modeled starting rate, four slopes (pre and post-period for the 
control and intervention arms) and a parameter for effect of  the 
intervention. The effect parameter was an odds ratio for the immediate 
effect of  the intervention. We removed related terms from the model 
when differences between control and intervention groups were non-
significant. This resulted in a new intervention parameter measuring 
overall effect. The parameter has a similar interpretation to our 
unadjusted relative rate, and was compared for equality with 1 using a 
chi-square test. 

RESULTS 
Twenty-eight clinics completed the study with no loss to followup. 

Overall, 41,039 patients were seen in the control clinics during the study 
period, and 38,025 patients in the intervention clinics. A small number of  
patients (n = 3,894, 5.2%) were seen in both intervention and control 
clinics and appear in both study arms. 
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Intervention and control groups were clinically similar across a range 
of  demographic and clinical variables. During the six-month pre-
intervention period, greater problem list use was observed in the control 
group, with 3,230 study problems (17.8 problems/day) added in the 
intervention group and 3,597 study problems (19.8 problems/day) added 
in the control group (p < 0.001).  

Problem inference rules fired a total of  17,043 times during the 
intervention period for a total of  11,508 patients in the intervention arm. 
The overall problem inference alerts acceptance rate was 41.1%. 
Glaucoma alerts had the highest acceptance rate of  the 17 conditions 
(55.7%). Alerts for myasthenia gravis and sickle cell disease were 
infrequently presented and infrequently accepted. 

During the intervention period, 10,016 study problems were added in 
the intervention group compared to 3,739 to the control group, 
representing an absolute difference of  6,277 problems (compared to 367 
fewer problems added in the intervention group during the pre-
intervention period, p<0.0001). The unadjusted relative rate of  study 
problem addition was 2.98 times more problem notation in the 
intervention group (p < 0.0001), and the adjusted odds ratio was 3.43 (p 
< 0.0001). The cumulative number of  study problems added over the 
course of  the entire study is shown in Figure 2. 

The rate of  study problem notation during the pre-intervention 
period was slightly lower in the intervention group compared to the 
control group. The inflection point in the intervention group line was 
coincident with the initiation of  the study intervention. By completion of  
the study, the intervention group had added significantly more problems 
than the control group. 

We used Poisson regression and interrupted time series analyses to 
control for temporal trends. The overall odds ratio for intervention effect 
on problem list notation was 3.43 (p < 0.0001). 
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Figure 2. Cumulative number of problems added in the intervention and control groups. 

We then conducted a survey of  provider attitudes toward the 
problem list and alert intervention. In total, 103 of  140 providers 
completed an online survey (response rate: 73.6%). Twenty-eight 
providers (20.0%) declined to participate and nine providers (6.4%) could 
not be reached via email. Seven of  the 103 responding providers 
indicated they had not received the alerts, despite electronic logs 
indicating all had received them. Non-responders were significantly more 
likely male, significantly younger, had significantly fewer total notes (a 
proxy for visit volume) and had significantly less unique alerts than 
responders. Providers' attitude towards the intervention varied widely. Of  
103 survey respondents, users reported a median alert frequency of  5.0 (a 
few times per week, [IQR 5.0-7.0) across the study period. For the 96 
providers reported receiving alerts, median alert accuracy and self-
reported acceptance rate were both 5.0 ("sometimes accurate," [IQR 
3.0-6.0]; and "accepted alerts sometimes," [IQR 3.0-7.0]). Users reported 
rarely accepting alerts when covering patients for another provider 
(median = 2, IQR 1.0-3.0). 

To assess potential predictors of  alert acceptance, we performed 
linear regression on both the providers participating in the trial (n = 140) 
and providers responding to the survey (n = 103). For the trial, we 
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assessed if  degree (MD/NP/PA), gender, age, medical school (top 25 or 
non-top 25), or graduation year predicted acceptance. For the survey, we 
assessed whether degree, gender, age, medical school (top 25), graduation 
year, years of  experience, years of  experience using an EHR or patient 
volume (patients/week) predicted acceptance rate. We found no factors 
predicted provider acceptance in the trial. Graduating from a Top 25 
medical school was significantly positively associated with increased 
acceptance rate of  alerts (r = 0.198, p = 0.009) in the survey. 

DISCUSSION 
We found electronic problem list alerts frequently accepted by users, 

resulting in a substantial increase in study problem notation. Study 
problems were approximately three times more likely to be documented 
when alerts were shown. This increase is important because many of  
these problems are used for quality improvement and clinical decision 
support. 

Results suggest problem inference rules are valuable for improving 
problem list completeness and, ultimately, patient care. Better problem 
lists are easier for providers to assess patient issues, which is important 
when seeing an unfamiliar patient such as in emergency rooms or 
inpatient wards. Because health problems are not only used for clinical 
decision support, but research study recruitment and quality 
measurement, inference rules could have a wide-ranging impact. 

An important question is how increased problem notation could 
benefit patients. Assuming a given alert was correct, there were two 
potential scenarios: 1) the alert called attention to an undocumented 
problem and the provider was unaware of  it, or 2) the alert 
recommended a problem the provider was aware of, but had not 
documented in the problem list. While the first scenario may have an 
immediate clinical impact (making the provider aware of  an unknown 
diagnosis), it is likely to be less common. Both scenarios, however, provide 
significant positive clinical benefit, including enabling clinical decision 
support (such as relevant preventive care reminders), facilitating quality 
measurement and research, and promoting awareness of  a patient's 
active problems among the entire care team, including providers that 
may not know the patient well. 
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An implication of  this study is helping providers achieve EHR 
"meaningful use." Stage 1 and 2 meaningful use goals must demonstrate 
using problem lists for 80% of  patients. By meeting meaningful use 
criteria, clinicians receive incentive funds to offset the expense of  
implementing and maintaining longitudinal medical records. An alert 
intervention tool may help providers just implementing EHRs and 
struggling to populate problem lists.  

FUTURE DIRECTION 
We plan to expand our work by: 

1. Increasing the size, scope and accuracy of  the clinical knowledge 
base (Chapter 18). 

2. Supplementing the structured data currently used in our system with 
free-text data through natural language processing. 

3. Expanding the intervention to other hospitals and healthcare systems 
using a variety of  EHR products. 

IMPLICATIONS 
A knowledge-driven approach to clinical problem documentation can 

be effective. Providing clinicians with tailored tools to support their 
cognitive processes can improve problem documentation quality, resulting 
in a more complete problem list. 
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ABSTRACT 
We worked with a national initiative to refine a model for 

representing clinical decision support (CDS) knowledge in unambiguous, 
sharable, standardized form to help electronic health record system 
vendors better integrate best-practice CDS into products. We also created 
a tool for knowledge engineers and subject matter experts to author and 
edit CDS knowledge in this sharable form.  

INTRODUCTION 
This project began by addressing the complexity faced by health care 

organizations and practices in developing computable rules from 
narrative decision support recommendations and customizing the rules to 
unique setting-specific factors (SSFs). The customization of  knowledge to 
smoothly integrate into the workflow in a particular setting and 
adaptation to other local considerations have long been recognized as 
requiring a major effort. Failure to do this well will often impede 
successful implementation. Based on prior work by a consortium in which 
we were engaged (The Morningside Initiative [339]), we developed a 
four-stage knowledge refinement paradigm: 
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• Initial markup and categorization of  a recommendation based on 
purpose, user, domain, and other components using narrative text 
entries. 

• Formalization of  the above using information modeling, coding 
systems, and value sets. 

• An iterative process of  modeling of  adaptations of  the rule based on 
SSFs, such as how a rule would be triggered in a particular setting, in 
what clinical context, refinement of  inclusion and exclusion criteria, 
incorporation of  timing considerations (such as pre-event firing when 
an action is due vs. post-event firing only if  the action was not done 
when expected), and to whom and how the recommendations or 
actions are to be delivered. 

• Conversion to an executable form for use in a particular environment, 
typically involving translation to a proprietary electronic health record 
(EHR) system's internal knowledge representation format and mapping 
of  the information model (the patient data and the rule's clinical 
knowledge) to the EHR's internal representation. 

The initial goal of  the project was to develop the details of  the Stage 
2 and Stage 3 knowledge refinement process and to create an 
Implementer's Workbench (an editing tool) that would facilitate this 
process. Stage 4 was beyond the scope of  the project, but there had been 
a prior demonstration showing this was feasible by automatically 
converting rules developed in an XML-based version [259] of  the Arden 
Syntax [340, 341], a standards-based rules language for healthcare, to 
Drools [342], a popular generic rules management system representation. 

With the onset of  the Health eDecisions (HeD) Initiative in 2012 
[343] sponsored by the Office of  the National Coordinator for Health 
Information Technology (ONC), midway through the project the team 
was asked to turn its efforts to working with a national team on the 
development of  a standard model-based representation and XML 
exchange format for best-practice knowledge that could be included as a 
requirement for EHR systems as part of  Meaningful Use Stage 3. 
Knowledge to be exchanged was intended to include decision rules, order 
sets, and documentation templates. All of  the above types of  artifact in 
the HeD Initiative were considered typically to consist of  sections of  the 
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model representing: (a) metadata about authorship, focus, provenance, 
version, etc.; (b) possible triggering events; (c) a standards-based 
description of  the data necessary for the artifact; (d) a logical condition 
expression; and (e) a set of  actions to be performed if  the logic evaluates 
to true.  

Rules, order sets and documentation templates each can be 
considered to be special cases where these sections are constrained in 
different ways. CDS rules generally require the specification of  events, 
conditions and actions, whereas order sets and documentation templates 
may involve conditions as indications, but most of  the knowledge is 
specified in the action part. Regarding rules, the focus of  the HeD effort 
was to model these in a context-agnostic mode, since the customization 
for particular SSFs (such as trigger conditions, workflow, mode of  
delivery of  actions, etc.) were considered beyond the scope of  national-
level, best-practice knowledge distribution. Thus, the focus corresponded 
to stage 2 of  our original model. 

The team was also tasked with building an authoring and editing tool 
for HeD knowledge artifacts (KAs). A key feature of  this tool is that it 
would enable authoring not only by knowledge engineers (KEs) but also 
by subject matter experts (SMEs) who could work at a level that does not 
require deep technical knowledge. Addressing this requirement was 
greatly facilitated by having a formal underlying model such as was being 
developed as part of  the HeD initiative. Using a formal model provides a 
number of  benefits in terms of  the ability to predict and represent 
knowledge that should be co-associated, to apply constraints on types of  
values that could be used in a particular part of  a KA, and to potentially 
render the output in a variety of  other languages and representation 
formats, provided that adaptors for doing so are built.  

Here we describe the results of  this effort and its initial evaluation by 
application to some specific knowledge authoring tasks. The authoring 
tool that has resulted from our work provides one of  the first available 
tools for model-based authoring of  knowledge artifacts designed for non-
technical use. While many extensions and refinements are required, this 
work has the potential to be a foundation for a variety of  other activities 
in the future. 
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The knowledge authoring problem for health care-oriented KAs 
typically suffers from a disconnect between the ability of  a human expert 
to comprehend and grasp it and the detail required for mapping the 
knowledge to formal patient data/information model elements, coding 
schemes, value sets, and proprietary record formats and modes of  
execution. Thus, most knowledge authoring today is done by using 
custom or system-specific authoring/editing tools provided by the EHR 
vendor and is typically at a level that must be carried out by a KE or 
software engineer. There is little ability to organize the corpus of  
knowledge to review what it contains, search it by specific attributes (such 
as domain, setting, usage, or mode of  intended execution), manage the 
corpus of  knowledge or update it, or identify gaps in knowledge requiring 
attention. Thus, we believe that this work, while limited in initial scope to 
the goals of  the HeD initiative, has the potential to be extended to enable 
it to be useful also for the original goals of  the project to accommodate 
specialization with SSFs, and for a variety of  other purposes that are 
enumerated in the final section. 

APPROACH 
We worked in conjunction with other national participants in the 

HeD Initiative to develop a formalized model of  KAs that could be 
standardized (working with the Health Level Seven (HL7) [344] 
standards development organization) and that could be used as a basis for 
creating a distribution/exchange rendition of  the KA in XML format 
[345]. The model-based approach is in contrast to focusing only on the 
XML representation and has enabled a variety of  powerful capabilities 
to: 

• View, refine, and extend the model; 

• Provide model-based associations and constraints as a guide to 
authoring/editing and run-time usage of  KAs; 

• Translate the KA to a variety of  formats (not just XML) but English or 
other languages, Drools, Arden Syntax, or various rule engine syntaxes, 
provided the target format has a well-defined syntactical structure and 
that adaptors are explicitly built for this purpose; 
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• Be incorporated into a knowledge repository allowing appropriate 
indexing and tagging based on the model component types, coding 
systems, and value sets. 

The internal model is based on Description Logic, a widely adopted 
formalism with descriptive and inferential capabilities [346]. More 
specifically, we have chosen the Web Ontology Language v2 (OWL2-DL) 
[347], a W3C standard designed for interoperability over the web. This 
choice facilitated the development of  the models and the software, since 
there exist several software tools and libraries, such as Protégé [348] or 
the OWL APIs [349] that support the OWL2-DL language natively. 
Moreover, OWL2-DL has been specifically designed for open, 
collaborative environments such as the Web. Many general-purpose (or 
"upper") ontologies have been released by research groups and/or 
standard-defining organizations using OWL, providing initial foundations 
for domain-specific models. Some of  these ontologies inspired the 
creation of  the HeD XML schema in the first place. However, the XML 
specification was mostly focused on the ability to deliver the content as 
output; it was not intended to capture or represent the complete 
semantics present in the original ontologies. The editor, however, tries to 
leverage both the content and the context. In particular, the foundations 
of  our work are: 

• SKOS [350], which was used to conceptualize clinical and medical 
terms and vocabularies;  

• The Dublin Core (DC) [351], which was the basis for the HeD 
metadata;  

• The Production Rule Representation [352]OMG standard (PRR), 
which provided the general structure of  a KA;  

• and a combination of  Object Constraint Languages [353], inspiring 
the HeD expression language.  

We also included the LMM [354] to capture concepts and the ability 
to reference and mention them, as well as the DULCE/IO-Lite [ 355] 
ontologies, which allowed us to contextualize our required concepts and 
provide support for a future integration of  SSFs (Figure 1). 
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Figure 1. The modular HeD ontology and its dependencies.  

We extended and harmonized these ontologies to include the specific 
concepts needed to model HeD artifacts and their content. We also 
adopted a modular approach to preserve the original components and 
facilitate future extensions. Notice that, although some ontologies have 
been created manually, others have been generated dynamically. For 
example, the rule authoring process requires a description of  the domain-
specific information model used to deliver the data at runtime (HL7 vMR 
[356], in our case). This model is also described using an ontology, which 
has been derived from the vMR schema. Similarly, the ontology module 
that covers the expression language is the result of  a partially manual and 
partially automated generation process. At the time, in fact, the HeD 
schema did not completely define and constrain the use of  the expression 
language, delegating that responsibility to an implementation guide. 
Being expressed in natural language, the implementation guide could not 
be integrated directly in our semantic framework. We first had to 
formalize the additional content of  the implementation guide before we 
could integrate the expression language with the rest of  the editor's 
framework. 

The ontologies are the models driving the editor which, in turn, are 
based on a simple 3-tier architecture (Figure 2). The persistence layer 
allows storage and retrieval of  a KA from a repository (currently a simple 
repository based on a file system implementation is provided, but APIs 
will allow replacement of  it with a more robust implementation). The 
KAs are stored in RDF [357]format rather than HeD/XML to preserve 
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the additional information in the semantic description. The editor core is 
responsible for loading the artifact being authored and the ontologies 
required to model it. The core will also analyze the artifact, generate the 
internal data structures required during the authoring process and apply 
the additions and transformations requested by the user through the user 
interface. The presentation layer is a pure web-based application written 
in JavaScript which interacts with the core through a set of  RESTful 
[358] application programming interfaces (APIs). The core is packaged 
as a Play™ [359] application, which allows the editor to be deployed in 
the cloud, as well as a web application container such as Tomcat [360]. 

� 

Figure 2. Implementer's Workbench conceptual architecture. 

Relying on the underlying formal model and the editor's modular 
architecture, our basic approach to developing the editor was to create 
constructs that SMEs could use to define a KA at a somewhat high, 
conceptual level and to associate with each construct the specific 
attributes needed to be specified in order to create a placeholder for it. 
For example, if  a rule is to refer to the existence of  a specific laboratory 
test result being available within a timeframe and above a threshold 
value, then the name and the timeframe and value need to be specified. 
A default coding scheme can be associated with it based on the model 
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provided, and a presumptive coded value or value set can be provided, 
but these can be refined later by a KE. 

We used five approaches to design the SME-oriented interface: 

1. Extensible library of  templates for higher-level constructs. If  one is entering a 
clause for a rule about laboratory test results, the model defines 
certain attributes that are associated with the concept of  laboratory 
test results, that might be required to be specified in a rule, such as 
the date the test was done and its value. But we can go further by 
identifying likely clause types that a laboratory test might participate 
in, such as whether the test was performed within a specified date 
range or whether its result exceeded a threshold. By creating 
prototypes or templates for such constructs, we make it easier for an 
author to create a rule with such a clause, since it pre-associates the 
appropriate operator and operand(s), and suggests needed attributes 
as well as possible optional ones, as well as possible default coding 
systems and values. A prior study by Greenes and Sordo [356] in 
reviewing rules at Partners Healthcare in 2004 showed that the many 
thousands of  rules in use tended to reuse some 40+ clause types. This 
suggests that creating templates for commonly used clause types 
would be both feasible and useful. The templates determine which 
data element properties are relevant, so selecting a template type 
means the author need only focus on specifying those properties 
needed for a specific clause type. Moreover, templates support default 
values and/or constraints on operations and values, which further 
simplifies the authoring and allows validation routines to be run. The 
templates are defined using a dedicated ontology, but can be pre-
loaded from a spreadsheet compliant with a simple schema, derived 
from the official HeD template specification for "Use Case II". 

2. Extensions of  the terminology server to recognize concept classes. Ideally, 
authors can begin typing a concept or a clause and, as they do so, 
have the system suggest the full concept corresponding to what they 
are typing. "HbA…", as it is being typed, could be anticipated to be 
"HbA1c," which is a synonym for "Hemoglobin A1c," which, in turn, 
is recognized as a lab test name. This would enable a user to select a 
lab test clause for a rule without having to first declare that he/she is 
intending to write a clause about a lab test. Moreover, based on the 
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library of  templates in which clause types have a primary concept, 
the kinds of  relationships available for that concept type can be listed 
(filtering the full list of  templates based on the concept type being 
entered) which can then enable the user to choose the particular 
template desired and guided for completion of  the necessary 
associated attributes (Figures 3, 4). 

!
Figure 3. Template-based clause authoring.  
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Figure 4a/b. Template filtering based on coded concept compatibility.  

3. Definitions capability for complex concepts. A limited ability to define 
concepts that include several possible alternatives is provided by value 
sets. There are a number of  organizational entities that create such 
value sets, e.g., for concepts for which quality measures are to be 
constructed. An example is the Value Set Authority Center (VSAC) 
of  the National Library of  Medicine (NLM), which compiles sets of  
quality measure value sets.  

By indicating the component of  a KA does not refer to a specific 
coded concept but is in a defined value set, an author can use that as 
a shorthand for a more complex rule. A more extensive definition 
capability that uses conditional expressions to define a concept, such 
as "presence of  diabetes" as inferred from the existence of  not only 
diagnosis codes but evidence of  insulin medication or repeated 
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elevated HbA1c values is also desired, but beyond the scope of  the 
current HeD model and is identified in the discussion of  possible 
extensions at the end of  this chapter. 

Once defined, value sets can be uploaded to the terminology service. 
The editor will then be able to use the value sets, either as an 
aggregated concept or explode them to pick individual codes. For 
initial testing, we have been able to load value sets into our version of  
the CTS2 terminology server through a CSV file/spreadsheet, 
invoking a custom utility. 

4. A visual building-block approach to constructing KAs. Especially for rules, 
logic expressions can be complex, involving multiple AND, OR, and 
NOT clauses, sometimes nested. Triggers and actions can also have 
several components, and actions, in particular, can be complex, 
particularly for representing multi-part actions in rules or for order 
set or documentation template types of  KAs. To address this, we 
adopted the Google Blockly [361] visual expression authoring tool to 
support the creation of  complex constructs using Lego-like building 
blocks. Individual components as well as aggregations can be given 
short names that are highly readable. 

This capability is used in several authoring system components. The 
expression authoring section, designed principally for KEs, allows 
HeD named expressions to be composed using blocks generated 
dynamically from an expression ontology. This expression ontology is 
derived from the HeD model. A similar visual approach is used to 
allow navigation of  the domain model (the vMR in our current 
approach to HeD KA authoring) to include references to domain 
classes and properties. (See Fig. 5.) 
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Figure 5. Authoring HeD named expressions with Google Blockly. 

5. Knowledge review. Based on the compact naming of  KA components 
described above and the hierarchy of  nesting represented in the 
building block construction, we can produce a highly readable 
indented outline of  the KA. This provides a compact view of  the 
actual artifact, which can be exported in the HeD/XML format. A 
style sheet allows rendering of  KAs into narrative English report 
form, but the outline list is a very compact way for the author to 
review what he/she has created. (See Fig. 6). 

� 

Figure 6. KA review and preview. 
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PRODUCTS 
The products of  this work included the team's contribution to the 

HeD modeling process itself  and, specific to this project, the development 
and initial testing of  the HeD knowledge artifact editor. 

 A beta version of  the HeD editor has been released under the 
Apache Software License v2 Open Source license and is available at 
https://github.com/sharpc2b, where it is periodically updated. 
Documentation is also available at this location. The community is 
encouraged to extend this tool and contribute to the repository. 

As of  June 2014:  

• The SHARPc2B/HeD core, derived ontologies, and an initial set of  
templates are available, possibly as independent models. 

• The editor core allows import, authoring, and export of  HeD-XML 
artifacts in a controlled way. The major components of  HeD, such as  
metadata, expressions, triggers, conditions and actions (atomic, 
conditional and composite), are supported and can be authored simply. 

• The authoring process is assisted and constrained both at the SME 
level using templates and the KE level, where the Blockly-based 
expression model allows for type validation and additional analysis.  

• The editor core is based on the Play Framework so that it can be 
deployed in a cloud environment. It can also be packaged as a WAR 
application (a means of  packaging and distributing a collection of  
JavaServer pages [362]  and deployed in a web container. 

• The editor UI is a pure web application distributed as a WAR file. 

• To enable support for medical terminologies and value sets, a CTS2 
service must be available and reachable by the editor. Recommended 
open source implementations are listed in the editor's documentation.  

Known limitations: 

• While the editor is model driven, both the domain models (such as 
vMR) and the template lists are processed at compile time and loaded 
when the editor is launched. The architecture would also allow loading 
of  the resources at runtime, but this functionality is not yet exposed to 
users.  
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• The application backend is cross-platform. Likewise, the front end is a 
pure web application. However, the latter has only been tested with 
Google Chrome. Compatibility is not yet guaranteed with other 
browsers. Corollary services such as authentication, security, or a 
proper repository implementation have not yet been implemented in a 
robust way. 

• The editor's UI should adjust to and constrain the user when authoring 
different types of  artifacts, but this functionality has not yet been 
implemented. 

• The editor has not yet been subjected to a QA process. While HeD 
artifacts are generally supported, fine-grained tests to ensure coverage 
for every possible element have not yet been performed to this date. 

An example of  the use of  the HeD editor for a rule is the following, 
adapted from NQF 0068 for antithrombotic therapy on discharge of  
patients who have ischemic vascular disease, such as an acute myocardial 
infarction, or who have had a coronary artery bypass graft, or a 
percutaneous coronary intervention. This was originally developed as a 
quality measure by the National Quality Forum [363], but a proactive 
decision rule was created by NewMentor and provided as part of  the 
pilot evaluation of  the HeD model. 

The quality measure rule conditions are: patients 18 years and older 
with ischemic vascular disease (IVD) who were discharged alive for acute 
myocardial infarction (AMI), coronary artery bypass graft (CABG) or 
percutaneous coronary interventions (PCI) from January 1 to November 
1 of  the year prior to the measurement year, or who had a diagnosis of  
ischemic vascular disease (IVD) during the measurement year and the 
year prior to the measurement year and who had aspirin or another 
antithrombotic during the measurement year. 

Clinical concepts of  AMI, CABG, IVD, and antithrombotic 
medications are defined by specified value set groupings published by 
NCQA, and maintained by the NLM VSAC. The flow chart for the 
proactive decision rule adapted by Motive Medical Intelligence (formerly 
NewMentor) as part of  one the HeD Use Case 1 pilot projects is depicted 
in Figure 7. 
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Figure 7. Informal specification of the NQF0068-derived CDS Rule. (Retrieved from http://
wiki.siframework.org/file/history/open+house+_final_v2.pptx (New Mentor). Reproduced by 
permission.) 

Using the editor, we modeled the trigger event as being in pre-
discharge status. This could either be a status field in a patient's record or 
identified as a scheduled event to discharge within, say, 12 hours. For 
simplicity we use the trigger of  patient status change to "pre-
discharge" (Figure 8). 

Outputs:

This diagram represents a clinical rule based on NQF 0068 |  PQRS 204: 
Ischemic Vascular Disease (IVD): Use of Aspirin or Another Antithrombotic
Patients 18 years and older with ischemic vascular disease who were discharged alive for acute 
myocardial infarction (AMI), coronary artery bypass graft (CABG) or percutaneous coronary interventions 
(PCI) from January 1-November 1 of the year prior to the measurement year, or who had a diagnosis of 
ischemic vascular disease (IVD) during the measurement year and the year prior to the measurement 
year and who had the following during the measurement year. -Use of aspirin or another antithrombotic.

The clinical concepts of AMI, CABG, IVD, and Antithrombotic medications are defined by specified value 
set groupings published by NCQA, and maintained by the NLM Value Set Authority Center.

Actions (select one):

Patient age ≥ 18 years AND IF  AND IF NOT  

Alert Message:
“Patient was identified as having ischemic vascular 

disease, AMI, or related procedure. No aspirin or other 
antithrombotic was found on the patient's active 

medications”

Patient Data Message:
“Patient was identified as having [relevant diagnosis 

or procedure from the patient’s record]”

Medication Order:
[List of medications that could be 
ordered to satisfy the measure]

THEN

Documentation:
Document antithrombotic already in the 

patient’s active medications 

Documentation:
Document reason for not prescribing 

antithrombotic

AND

OR OR

IF Diagnosis or Procedure:

AMI

CABG

IVD

or

or

Medication:

Antithrombotic

Documention:

Reason for not prescribing 
antithrombotic

 AND IF NOT  
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Figure 8. NQF0068 – Trigger, based on change of status to "pre-discharge." 

We modeled the IF conditions as shown in Fig. 10. This shows a 
complex conditional expression being built up by a set of  simple clauses, 
combined into AND ("all") or OR ("any"), and NOT clauses (Figures 9, 
10). 

� 

Figure 9. Conditional logic expression for the proactive rule addressing NQF0068. 
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Figure 10a/b. Building up the conditional expression in Figure 9.  

We modeled the ACTIONS by recognizing that there are two actions 
that should be done, plus "exactly one" of  three other actions (a variant 
of  an OR clause) (Figures 11). Note that actions steps can have 
conditions for them individually, which we have illustrated. 

!  

Figure 11. Actions corresponding to the rule addressing NQF0068. 
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The summary and its XML rendition are shown in Figure 6. At the 
time of  this writing, the HeD editor still needs to go through additional 
usability testing and updated based on feedback. Once stabilized, it needs 
to go through production engineering and quality assurance testing. 
These latter tasks will require the help of  a community of  users and/or 
further external support. 

DISCUSSION 
The HeD editor as it exists is somewhat unique, in that it provides a 

non-proprietary editor that is both model- and standards-based. For 
reasons cited earlier, this provides a number of  potential advantages for 
further development and extension, the production of  adaptors to render 
the knowledge in various other output formats and representations, and 
the ability to use the technology for some of  the other purposes described 
in the next section. 

The main challenge currently is that the natural user constituency for 
this tool does not yet exist in strength. EHR vendors and knowledge 
vendors typically have editors for their own knowledge resources and 
have little incentive to use an external editor without the requirements of  
Meaningful Use Stage 3 (assuming that it ultimately requires the vendors 
to be able to import knowledge in HeD format). There are also no 
significant repositories of  knowledge being created or maintained yet in 
HeD format, and the tasks of  HeD did not address the creation of  
repositories. Indeed the primary other focus of  the HeD initiative is to 
promote decision support as a service (HeD "Use Case II") by defining 
the characteristics of  APIs for decision support based on the HeD model. 

Healthcare organizations, especially those with more than one EHR 
vendor, may have some incentive to use a HeD editor. However, they 
would need to be assured that the knowledge artifacts could be translated 
into EHR-compatible formats and that appropriate data mappings could 
be imported and incorporated into an existing EHR system's knowledge 
repositories. 

All of  this could change dramatically, if  the requirement to import 
HeD knowledge is indeed part of  Meaningful Use Stage 3 and if  
considerable knowledge is distributed in that way. 
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FUTURE DIRECTION 
The natural constituency for HeD KA exchange, and therefore 

authoring and editing of  the KAs, does not yet exist because of  the lack 
of  regulatory or other stimulus to raise its importance to EHR, 
knowledge vendors and healthcare organizations. Anticipating that such 
stimulus will indeed be present in the near future, there are a number of  
enhancements that should be made to the tool. 

First, if  import and export of  HeD KAs does become a requirement, 
the following activities would add to the tools value: 

1. More templates for commonly used constructs (i.e., trigger types, 
conditional expression clause types, and action types) should be 
added to the template library. This could be targeted based on 
experience with authoring rules and analysis of  them to determine 
the most frequent constructs. Templates could then be collected in 
libraries and enhanced with domain-specific extensions, e.g., for 
pharmacogenomics CDS. 

2. Automatic selection or filtering of  potential templates as a user 
begins to type a phrase based on concept type of  the term being 
typed could be enhanced. Although the current version of  the CTS2 
terminology server doesn't include this, an approach could be to look 
up the term being typed in the UMLS [364] SPECIALIST lexicon, 
which contains most abbreviations, synonyms, and variants of  
clinical concepts. These point to a Concept Unique Identifier in 
UMLS. The various coding schemes used for that concept and the 
appropriate code(s) in them are also provided (e.g., for a medication, 
RXNORM is identified as a coding scheme and the RXNORM 
code for the medication is provided). In addition, the concepts have 
an associated semantic type in the UMLS [364] Semantic Network, 
for example, a medication would have a type "Pharmacologic 
Substance" or "Biologically Active Substance." A laboratory test 
result would have a type "Laboratory or Test Result." If  the main 
concepts of  templates are pre-associated with such semantic types, 
then entering a specific term, synonym, or abbreviation can be 
recognized as calling for use of  templates with main concepts of  the 
corresponding semantic types. The set of  possible templates, e.g., 
those relating to conditions about laboratory tests, could thus be 
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offered to the user and guide the remainder of  the clause 
construction, suggesting other relevant attributes that need to or 
could be specified. 

3. The formal incorporation of  useful libraries of  value sets, such as 
those for the quality measures currently being assembled by the 
NLM VSAC, can be incorporated into the CTS2 server. 

4. Additional definition capability might be considered as an extension 
of  the HeD model. This would involve the ability to create a logical 
conditional expression that has as its action, if  true, the assertion of  a 
definition being true. For example, the presence of  diabetes could be 
asserted for a patient by either the existence of  an appropriate 
diagnosis code in the EHR, or by two or more abnormal HbA1c 
values, or by the existence of  insulin or other hypoglycemic agent 
medications in the record. 

5. Although HeD does not define a particular patient information 
model, most of  the work to date has been done assuming that the 
model to be used will be based on the vMR. However, the surge of  
interest recently in the Fast Healthcare Interoperability Resources 
(FHIR) specification as an alternative model for both data 
representation and transport suggests an authoring system should be 
able to generate KAs capable of  including FHIR-based data 
references. In addition, efforts by the Clinical Information Modeling 
Initiative (CIMI) may establish definitions of  compound clinical 
concepts in which concepts have associated relevant attributes, based 
on the Clinical Element Model (CEM) approach pioneered by Huff  
et al. [365] at Intermountain Healthcare. There are now some efforts 
underway to expand FHIR profiles to include CEMs. If  these efforts 
gain broad acceptance, it would be useful for the knowledge editor to 
support them. 

6. To further the usefulness of  a standards-based tool such as the HeD 
editor, it would be useful to create a set of  adaptors to render created 
artifacts in other useful formats, such as Drools, Arden Syntax, and 
other rules engine languages. 

In addition, the capabilities developed have a number of  other 
potential uses if  opportunities for funding and carrying out the necessary 

~ Page !  ~314



work can be identified. We outline these here because of  the potential 
value for those purposes, but also because they represent another route to 
stimulate development and use of  the editor beyond waiting for the 
natural constituency for HeD artifacts to develop. These include: 

1. Quality measure authoring. There is much overlap between the CDS 
proactive rules and retrospective quality measures. Measures look for 
whether something was done in a previous time period, whereas a 
CDS rule seeks to recommend an appropriate action that the quality 
measure will subsequently confirm. Thus, the logic itself  may vary in 
the two circumstances, but they are companion artifacts. Quality 
measures, however, do not run on a per-patient basis, but rather 
compute numerators and denominators over a population. The 
trigger part of  a rule needs to use time or other event triggers to 
initiate the computation, which then must range over a set of  patients 
selected by the logical condition expression. The action part can be 
to determine the numerator or denominator, or the ratio of  the two. 
Appropriate extensions to the HeD model and to the editor need to 
be created to allow for this. The HeD model can be extended to 
include calculation of  measures over a population of  patients, for 
example for computation of  quality measure numerators and 
denominators. This is currently a very promising area of  
investigation.  

2. Knowledge management. Another major opportunity is to adapt the 
editor to manage a repository of  knowledge in HeD format. This 
would be particularly useful for national repositories, those of  
professional specialty or disease-oriented organizations, or health 
care organizations. In the latter case, it would be especially valuable 
if  the healthcare organization has multiple EHR vendors in its 
enterprise and must manage the knowledge resources across these 
EHRs, and if  adaptors can be developed to import the knowledge 
back into the EHR systems or if  CDS can be provided as a service 
from an HeD-compatible CDS service. There are three aspects of  
the HeD model and editor that make this potentially useful: 

2.1. Because the HeD KAs are model-based, each KA 
concept (metadata, triggers, conditions, actions) has 
formal ontology-based semantics, associated attributes, 
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code systems, and code values, all of  which can be used 
to index the KA. This makes it possible to readily search 
a repository for KAs pertaining to particular diseases, 
settings, uses, providers, etc. This facilitates maintenance, 
identifying duplicates and conflicting KAs, as well as 
gaps. 

2.2. Because the modeling can be extended to include a 
variety of  triggers, conditions, and action types, KAs can 
be characterized by a full set of  SSFs, as was our original 
goal in this project. Many variations of  the same basic 
rule exist in some large enterprises, owing to differences 
in workflow, local preferences, and other factors. Proper 
management of  these variations allows them to be 
tracked, performance metrics to be applied to determine 
which configurations are most effective, and referenced 
to a catalog of  existing variations for a given KA when 
an update is required, among other benefits. 

2.3. Most knowledge editing in a health care organization is 
within EHR vendor proprietary knowledge 
environments, which must largely be done by KEs. The 
human-readable form of  such knowledge is typically 
disconnected from the implementation, usually as 
separate human-readable documents, and may get out 
of  synchrony if  companion notes are not rigorously 
maintained every time the knowledge resource is 
updated. If  the HeD editor is used, not only is the KE 
version synchronized with the human-readable version, 
but the SME can do much of  the initial editing and 
specification directly. 

3. Knowledge access for context-aware use. As we develop increasingly 
context-aware, situation-aware applications, that for example, know 
what the user is doing, what role/specialty the user has, what patient 
is being addressed and the patient's problems, and in what setting this 
is occurring, it may be possible to use the knowledge repository's 
indexing scheme to immediately retrieve the set of  KAs most 
relevant to a current context and setting. 
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IMPLICATIONS 
This work has provided an opportunity to develop a tool that we 

believe, if  properly positioned, can be a foundational for future CDS 
knowledge representation, distribution, management, and incorporation 
into applications. Its current natural constituency is limited so far by a 
lack of  appropriate stimulus or requirement for use, but assuming that 
limitation will be overcome, there is a broad collection of  potential 
applications for this technology waiting. 
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ABSTRACT 
We developed and evaluated a Cognitive Support System (CSS) that 

organizes clinical information to support decision making. Previous 
research showed organizing information is a distinguishing characteristic 
of  expertise and a prerequisite to effective problem solving [366]. We 
elicited knowledge from experts and characterized their decision making 
processes. Decision models were then rendered computer-interpretable to 
organize patient data. CSS user interfaces were developed to present real 
and synthetic patient data. Studies comparing participant interpretation 
with and without CSS interfaces suggest CSS mediates high-level clinical 
data organization and is conducive to problem solving.  

INTRODUCTION 
Clinicians' attention to complex patient conditions is a precious 

resource too often consumed by the extra cognitive demands of  
information overload, time pressure, aggregating and synthesizing data 
from disparate sources. Research has shown that comprehension of  a 
situation is a prerequisite to accurate mathematical [367] and medical 
problem solving [368]. The ability to organize information to facilitate 
rapidly generating solutions is a distinguishing characteristic of  experts, 
including expert physicians [369]. The cognitive burden of  organizing 
clinical information is compounded by the need to elicit, select, gather 
and integrate relevant data [370]. We propose a cognitive support system 
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(CSS) that uses supporting knowledge structures to help clinicians make 
effective decisions by organizing and aggregating information in a 
problem-specific manner.  

The EHR as a cognitive artifact 
The Electronic Health Record (EHR) is under scrutiny. 

Unprecedented in scale and scope, the Office of  the National 
Coordinator (ONC) for Health Information Technology (HIT) launched 
initiatives to spur national HIT adoption. Potential benefits include 
significant cost savings and improved patient safety [371]. EHR 
implementation, however, carries the risk of  unintended consequences, 
including errors [17, 174, 202]. While some errors have been attributed 
to socio-technical factors, others relate to technology's impact on 
clinicians' cognitive processes [372]. Unintended effects were 
demonstrated in a study comparing records produced by physicians with 
and without an EHR [251]. The EHR changed the nature of  
information recorded by physicians and the impact continued even after 
physicians stopped using the EHR. HIT's unintended effects can be 
positive or negative. Consequently, EHRs can be considered a cognitive 
artifact—"artificial devices that maintain, display or operate upon 
information in order to serve a representational function and that affect 
human cognitive performance" [373]. As cognitive artifacts, EHRs have 
an effect on human cognitive performance, planned or not. The design, 
implementation and deployment of  EHR systems must, therefore, be 
closely aligned with the information processing skills and limitations of  its 
users.  

The perils of  sub-optimal design 
Consider the case of  a potassium chloride overdose [255]. 

Intravenous (IV) medication errors are well recognized as a recurring 
cause of  potentially harmful events [374]. Computerized Provider Order 
Entry (CPOE) systems have been proposed as a way to reduce errors 
[375]. In this case, however, the opposite occurred. CPOE screens for 
drip and IV bolus orders were superficially similar, yet required different 
mental calculations to estimate dosage. Orders for IV bolus doses were 
specified by dose. Orders for other IV administrations were specified by 
duration, but labeled Total Volume on the entry screen. Total Volume was 
meant to indicate size of  IV bag, not total amount of  fluid to be delivered 
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to the patient. IV fluid orders were not displayed on the medication 
review screen, further complicating bolus calculations. Calculating 
correct infusion dose is an essential task. Unfortunately, the CPOE system 
did not provide tools to assist with this process, and its interface design 
was a poor fit for the conceptual operations clinicians use calculating 
dosage (i.e., volume vs. duration). Research literature is littered with 
examples demonstrating how poor interplay between technology and 
clinical decision making can negatively affect health care [17, 95]. 

Characterizing cognition 
The overdosing case exemplifies a larger problem: current EHR 

systems are not always designed to support clinical decision making. 
Many serve primarily as media for information storage and retrieval, and 
are not aligned with mental processes underlying clinical decisions. While 
the idea of  engineering systems to accommodate the constraints of  a 
given task and those of  the human cognitive system is not new [376, 
377], the approach taken in our research differs in focus and methods. 
Our work is rooted in decades of  medical decision making and reasoning 
cognitive research [369, 378-380]. Theories and methods allowed us to 
characterize knowledge structures, conceptual operators and decision 
strategies underlying clinical tasks.  

We based reference models on how experts organize information, 
since experts have shown superior abilities to generate representations 
conducive to problem solving [381], including medical problems [382]. 
Organizing clinical information in an expert-like manner enhances the 
clinical comprehension of  less experienced practitioners [383]. However, 
the extent to which expert representations must be adapted to facilitate 
non-expert comprehension is controversial and should be empirically 
evaluated. A good example of  expert cognition as a basis for expert-like 
performance is provided by Staszewski's research on landmine detection 
[384]. A training program based on expert strategies dramatically 
improved performance in detecting low metal mines, from approximately 
10% to greater than 90%. Spatial representations of  mines was found a 
distinguishing characteristic of  expert mine detectors. Staszewski's group 
also developed an augmented display that represented buried mines from 
auditory signals emitted by a mine detector [385, 386].  
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We researched how an automated system with patient data organized 
according to expert knowledge structures impacts clinical decision 
making and reasoning. 

APPROACH 
Overview 

 Our approach has four stages (Figure 1): 1) Expert decision models 
are created to characterize how domain experts organize information to 
solve a clinical problem of  interest, 2) Decision models are rendered 
computer-interpretable to organize information drawn from real-world 
or simulated clinical data, 3) A functional CSS prototype backend is 
created, 4). User interfaces that draw on the CSS backend to arrange 
clinical data are developed and evaluated. 

� 

Figure 1. Overview 
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Stage 1: Characterizing cognition 
Systemic Inflammatory Response Syndrome (SIRS) is an 

inflammatory state with ominous prognostic implications. Clinically 
deciding if  a patient exhibits SIRS is a sub-component of  a larger 
assessment process, including the probability of  underlying infection and 
likely infection causes. For the purposes of  illustration, we restrict our 
focus to the question, "is this SIRS?" Despite a well-defined set of  criteria 
for SIRS [387], this decision point is considerably more complex than it 
appears.  

Our approach characterized knowledge structures and cognitive 
processes underlying a decision. Of  particular interest is how experts 
facilitate problem solutions. For example, in the reasoning of  a master 
chess player, the cluster of  pawns, rook and king making up the powerful 
defensive "castled-king position" is perceived as a unit [388]. In the 
literature on medical cognition, this structure is referred to as intermediate 
constructs [389]. Expert physicians are distinguished by their ability to 
recognize these constructs [390] to facilitate efficient and accurate 
diagnostic reasoning. In medicine, intermediate constructs are 
meaningful clusters of  clinical findings (e.g., "right-sided cardiac failure" 
or "respiratory problem"), which are not in themselves diagnostic, but 
partition the search space of  possible diagnoses. Cognitive processes of  
interest include comparison or generation of  new hypotheses during 
diagnostic and therapeutic reasoning.  

The excerpts in Table 1 are drawn from an in-depth knowledge 
elicitation session involving two intensivists. Participants were encouraged 
to discuss the condition and generate a visual representation of  their 
knowledge on a whiteboard, which was captured for further analysis. The 
intensivists were told to steer the discussion toward intermediate 
constructs. SIRS constitutes one possible intermediate construct.  
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Table 1. Excerpts from a knowledge elicitation session. 

�  

Figure 2. An excerpt from the SIRS Concept Map. The four relevant criteria that trigger a 
possible SIRS diagnosis are shown within the shaded box. 

Sessions were recorded, transcribed and key sets of  concepts 
captured as Concept Maps [391] using the CMapTools software package 
[392] (Figure 2). Included are SIRS diagnostic criteria, such as reference 
ranges for white blood count, heart rate, respiratory rate and 
temperature. Note that this is a component of  a larger model that 
includes prognostically important factors such as presence of  organ 
failure. 

The decision making process was characterized at a granular level by 
applying a coding system from previous research in pediatric cardiology 
[380]. We isolated and coded conceptual operators used to reach the 
categorical decision whether this constitutes a case of  SIRS or not. For 

Excerpt 1 Physician 1: "…and white count is greater than 12 but less than 4…"
Physician 2: "Right."
Physician 1: "…and fever is greater than 38 or less than 36."

Excerpt 2 Physician 2: "It would, so there's variations where obviously if you have 
heart condition, you may not get to a heart rate of 90, um, if you are on 
sedative drugs."

Excerpt 3 Physician 2: "…over the course of 2-3 days if it goes up you start worrying 
about it."
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example, the first excerpt in Table 1 illustrates the compare-to-norm 
conceptual operator where an observed clinical parameter is compared to 
reference ranges included in official SIRS criteria. The second excerpt 
illustrates a compare-to-expected operator in which mitigating 
circumstances affect the extent to which usual reference ranges apply. 
The third excerpt illustrates a compare-over-time operator, which may 
provide an early indicator that SIRS is approaching.  

The characterization of  a decision informs the presentation of  
information supporting it. Required data elements are identified 
displayed without extraneous details distracting from the decision. 
Conceptual operators suggest visual representation of  the data. For 
example, compare-to-norm requires rapid assessment of  the relationship 
between a data point and an established norm, and could be facilitated 
by an annotated bar graph, while compare-over-time suggests a trend 
line over time. In contrast, compare-to-norm suggests integrating 
additional information, in this case the dose of  a specific class of  
medications. 

Stage 2: Computer-interpretable models 
Information generating a decision model-based interface must first be 

rendered computer-interpretable. Decision models developed in Stage 1 
were granular and included a range of  concept relations that could be 
rendered computer-interpretable for cognitive support. A core set of  
conceptual relations were identified and reduced to a set of  Resource 
Description Framework (RDF) triples, rendering them amenable to 
automated reasoning with semantic web technology.  

Core relations were identified by studying verbal think-aloud protocol 
transcriptions collected in a Medical Intensive Care Unit [370]. This 
ensured the identified set of  conceptual relations were sufficiently general 
to apply to a range of  clinical decision tasks. Data consisted of  think-
aloud protocols generating a description of  a patient case (including 
collection of  prerequisite data). Participants in this study involved eight 
ICU physicians, each of  whom accounted for one case. Verbal protocol 
data of  this nature has been widely employed to characterize cognitive 
processes underlying decision making [393]. We analyzed the protocols to 
define a set of  relations sufficient for cognitive support.  
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Transcribed data were analyzed in three stages using a grounded 
theory approach [394]. The first pass (open coding) deconstructed 
transcripts and phrases for identification and categorization (e.g., urine 
analysis, "make us think", source of  infection, CT chest, "make sure", 
etc.). Then, coded key phrases were grouped into categories (axial 
coding ) according to form an initial coding framework (e.g., vital signs, 
diagnoses, medication orders, suggestions, causes, etc.). Categories were 
integrated into higher-level themes (selective coding) to form a structured 
conceptual framework, which described physicians' cognitive processes 
during medical problem solving (e.g.,observations, interpretations, 
suggests, explains, etc.). A constant comparison approach was 
subsequently adopted in which concepts deconstructed from each 
transcript were analyzed and either integrated into the existing coding 
scheme or resulted in the emergence of  new codes which were then 
added to the overall scheme.  

Coders with medical and informatics backgrounds recorded details 
of  how coding decisions coding were made and how codes were linked to 
the original transcripts. This provided justification for the creation of  
codes. Debriefing sessions involving another member of  the research 
team, also with a medical background. Coders discussed the rationale for 
code development. If  disagreements arose, each would elaborate reasons 
for their decision until a consensus was reached (Table 2). 

Deterministic Probabilistic Consequential Temporal General

Causes Increases 
likelihood Accentuates Follows Associates with

Confirms Reduces 
likelihood Has effect    

Contraindicates   Has risk    

Explains   Has sign    

Is consistent with   Prevents    

Rules out        

Suggests        

Treats
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Table 2. Summary of 16 relationships identified and included in the framework categorized into 
5 classes. 

A relations set validation study was conducted using case reports 
from the Clinical Problem Solving feature of  the New England Journal 
of  Medicine (NEJM-CPS) [395]. NEJM-CPS articles provide 
interpretations with detailed explicit description of  a contributing expert's 
reasoning, instead of  only reporting clinical details. The capacity to 
represent these explanations would support the cognitive utility of  our 
core set of  relations. To assess this capacity, graphical representations of  
five NEJM-CPS case explanations (Figure 3) were evaluated for 
completeness by two domain experts. Ratings were generally positive 
(mean=9/10), supporting that our relation set was sufficient for a broad 
array of  clinical reasoning tasks.  

�  

Figure 3. From the NEJM-CPS article, "A Problem in Gestation" [396]. The graph was created 
using CmapTools [392] from: "Labor is rarely described as abrupt in onset, is usually colicky in 
nature, and is often associated with other symptoms or signs, such as blood tinged vaginal 
discharge. When there is doubt regarding the cause of the pain, observation and serial 
examinations of the cervix for evidence of change are helpful. Musculoskeletal pain is 
common, and its likelihood increases as pregnancy advances, owing to weight gain, the 
loosening of connective tissues with the hormonal changes of pregnancy, and the shift 
forward in the woman's center of gravity. Pyelonephritis is a concern with an abrupt onset of 
back pain, but it is unlikely in this patient, given the reported location of the pain and the 
absence of fever, chills, urinary frequency, and dysuria." 

This core set of  relations was used to encode the SIRS-related 
decision model in a computer-interpretable form. Our "MedSense 
Knowledge Engine" uses semantic web technologies to represent model 
concepts and relations as a set of  RDF triples and makes these services 
available to other programs. Figure 4 illustrates concepts and relations 
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from a RDF graph based on our SIRS decision model and relations in 
Table 2. 

� 

Figure 4. Visualization of SIRS relational knowledge elicited and stored using our MedSense 
Knowledge Engine. Darker color vertices represent unifying hypotheses. Lighter color vertices 
represent lower-level information. Edge labels represent type of relationship. The 
"hasAtomicFact" link is outside the framework, but is included for grouping purposes.  

Stage 3: Cognitive support system 
The MedSense Knowledge Engine was developed as a modular 

component of  our CSS to allow knowledge models to be interchanged 
for different problems. Though our focus is on the biomedical domain, 
conceptual relations are sufficiently general in nature that, given an 
appropriate data source, the same system could be applied to problems 
outside of  medicine (Figure 5). 

Key functions are: 1) aggregation of  medical data from various 
sources (e.g., database or SMArt compliant sources), 2) translation of  data 
into a consistent representational format, 3) organization of  data in a 
problem-appropriate flexible knowledge representation based on 
knowledge modules of  expert clinical decisions, and 4) a visual module 
for representing data and results.  
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Figure 5. CSS architecture for clinical decision support showing three main components: data 
engine, knowledge engine, and user interface. 

Key components of  the CSS architecture are: 

1. Data sources and data engine 

Although we use a generic data source in the current version of  our 
system, we previously used SMArt platform, a SHARP-funded effort to 
promote development of  applications that could function on multiple 
EHR platforms [397]. We extended the model to incorporate the ability 
to retrieve data from multiple sources, including SMArt or similar 
platforms, to allow integration of  MIMIC-II [398] data. MIMIC-II is a 
large-scale database of  de-identified intensive care unit (ICU) data 
available under license that provides an invaluable source of  physiological 
data for organization in accordance with our knowledge models. Without 
MIMIC-II, it would be difficult to evaluate the effect of  knowledge 
organization because simulating ICU cases with high fidelity is time-
consuming given the large number of  synthetically estimated data points 
needed. 

The core of  our data engine is an abstract ontology model that 
describes raw clinical information with flexible metadata, such as class, 
value, value unit, normal value range, and possible interpretation of  the 
value. Ultimately, patient data will be mapped onto the information 
model and exposed to the rest of  the system through a set of  application 
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programming interfaces. One of  our design goals is a source-agnostic 
engine to interface with clinical data provided by various sources 
regardless of  information exchange protocol.  

2. Knowledge engine 

Our MedSense Knowledge Engine contains computational 
representations of  the knowledge elements and conceptual operators 
required to support key decisions. The engine encodes information, such 
as which data elements (e.g., respiratory rate, heart rate, fever and white 
cell count) occur together as meaningful clinical patterns (e.g., 
intermediate construct, SIRS) to support a particular decision (e.g., "is 
this SIRS?").  

3. Applications 

This component contains rules governing aggregation and display of  
data elements according to conceptual operators required at decision 
points. The view controller takes MedSense input data, decisions and 
conceptual operators and produces recommendations for on-screen 
display that can interpreted on different platforms (e.g., PC, iPad or 
Microsoft Surface).  

Stage 4: User-facing systems 
Completing our CSS backend allowed for development of  front-end 

applications, which were based on prototypical designs developed by an 
in-house interaction design specialist working in collaboration with our 
research team. Two front-end applications emerged, both named SIRSi. 
The first was a prototype iPad app (SIRSi-iPad). The second was a web 
browser-based interface (SIRSi-Web) supporting switching between 
conventional and knowledge-driven representations of  the same MIMIC-
II patient data to allow comparing the effects each representations for 
research purposes. With both applications, case-related information is 
presented graphically due to the the prominent role of  temporal trends 
(e.g., "white cell count is increasing"). 

1. SIRSi-iPad 

SIRSi-iPad (Figure 6) allows users to explore de-identified patient 
data from the MIMIC-II database. Data points relating to SIRS-related 
decision making points are presented together. Navigation is guided by 
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hypotheses likely triggered by data elements. Navigation uses a screen-
swipe control, which leverages the iPad's gesture-based interface. Data 
point details are revealed using pinch-to-zoom. 

�  

Figure 6. SIRSi-iPad showing de-identified patient data from the MIMIC-II database. The 
knowledge model shown inset is for illustration purposes and is not part of the interface itself). 

2. SIRSi-Web 

While the iPad's advanced user capabilities allowed development of  
novel knowledge-driven interface, we also developed and evaluated a 
browser-based version that better approximates contemporary clinical 
record systems. This interface used Google's Web Toolkit (http://
www.gwtproject.org/) for graphical representation of  data points. The 
current version of  SIRSi-Web can switch from a knowledge-driven 
organization of  data to a conventional arrangement based on source and 
lab panel. 
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Figure 7. SIRSi-Web showing de-identified patient data from the MIMIC-II database organized 
in accordance with SIRS knowledge model. 

We developed a psychiatry CSS during previous research [399], but 
did not evaluate it for clinical comprehension at the time. The psychiatry 
CSS categorizes text [400] to draw associations between short segments 
of  a clinical narrative and four diagnostically and/or prognostically 
relevant intermediate constructs: "psychosis," "mood," "substance abuse" 
and "dangerousness" (Figure 8). 

� 
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Figure 8. The psychiatry CSS interface. Aspects of the narrative deemed relevant are listed at 
top and highlighted if the intermediate construct or any of its elements is clicked. Clicking a 
text element scrolls the narrative to its location. 

RESULTS/PRODUCTS 
These interfaces demonstrate ways expert knowledge can be 

leveraged to support clinical decisions. In the following sections, we 
present results of  some experimental work conducted during the course 
of  the project. We will describe results of  observational studies from 
information gathered in an ICU practice, studies comparing the cognitive 
process of  psychiatry CSS system users to those without cognitive 
support, and results from a similar analysis of  SIRSi-Web. 

1. Information Gathering in the ICU 

We found physicians extensively relying on paper records in an 
observational information gathering study of  eight Medical Intensive 
Care Units (MICU) [370]. Physicians spent equal time on paper and 
electronic records during decision making. Yet, an analysis of  audio-
recordings revealed electronic records afforded more structured 
information and more non-redundant information. We characterized 
level of  abstraction differences between information types using an 
epistemological framework by Evans and Gadd [401] previously applied 
to characterize clinical dialogue [402] (Figure 9). Electronic records were 
used to retrieve low-level information, such as clinical observations (e.g., 
patient had a chest pain) and findings (e.g., aggregated results from 
multiple tests). High-level representations such as intermediate constructs 
(or facets) and diagnoses made up a larger proportion of  information 
retrieved from paper records. 
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Figure 9. Information retrieved from paper and electronic records as portrayed in Kannampallil 
et al., 2012 [370].  

Data suggest cognitive support for decision making in the ICU is 
currently sub-optimal. Clinical data are aggregated according to data 
sources (e.g., EHR, paper notes) rather than meaningful decision model. 
Electronic data sources played a minimal role supporting higher-level 
cognition. 

2. Psychiatry CSS 

We studied the performance of  16 psychiatry residents interpreting 
two clinical cases developed in previous research [383, 403]. Half  of  the 
residents used the psychiatry CSS interface and half  did not. Verbal 
think-aloud protocols were collected during evaluations, allowing a fine-
grained analysis of  cognitive processes. A qualitative analysis revealed five 
ways in which the system was used to mediate clinical decision making 
[403]:  

• Hypothesis evaluation: The interface was used to evaluate hypotheses 
generated while reading narrative text summaries. Residents 
reviewed related information organized at intermediate construct 
levels or reviewed highlighted facet-relevant components. 

• Leveraging text juxtaposition: Sequential organization of  information 
associated with interface elements at facet level led to the generation 
of  new diagnostic hypotheses. A similar strategy occurred when text 
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highlighted by the interface and juxtaposed text contained narrative 
rich in diagnostically useful information, which lead to the generation 
of  facet-level diagnostic hypotheses. 

• Review to exclude: For the sake of  completeness, the interface was used 
to rule out alternative diagnostic hypotheses by reviewing elements 
organized at facet level.  

• Review to confirm: The interface was used to confirm thoughts and 
recollections by reviewing the findings organized at facet level (both 
in the interface and highlighted text).  

• Facet-level preview: Facet-level elements were reviewed before narrative 
text was read. 

With the exception of  two outliers (IC-6 and IC-8) with sparse think-
aloud protocols, residents in the IC group attended better to nine 
clinically important points selectively attended to by experts in previous 
research [383], particularly those highlighted by the system (Table 3). 
Nine key points were either highlighted by the interface (IC) or gathered 
during interpretation of  cases without the CSS interface (NO-IC).  

� 

Table 3. From Dalai et al., [403]. Comparison across points of "divergent recall" characterized 
by Sharda et al. 2005. The top half of the table is derived from the think-aloud protocol 
captured during exploration of the case. SUBJ=subject number. WC1= protocol word count 
for case 1 and so forth. ✓indicates recall of the proposition(s) concerned. Grey cells indicate 
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no think aloud data was produced by this participant during interpretation of the case. 
1A=proposition(s) A for case 1 and so forth. White text on a black background indicates this 
information was highlighted by the system. The bottom half of the table describes propositions 
highlighted by Sharda et al., as well as their clinical significance and which facet, if any, they 
were grouped by the system. 

Points 1F and 2G suggest the concern was potentially dangerous. 
Failing to attend to these points could have dire consequences. More 
users of  the system suggested the correct diagnosis in more complex cases 
(three IC vs. one NO-IC). However, more of  the group not using the 
system suggested the correct diagnosis in simpler cases (four IC vs. six 
NO-IC). Users of  the CSS system were less prone to discuss psychosocial 
aspects of  cases when summarizing. This is perhaps not surprising, as 
psychosocial aspects were not highlighted by the system, which was 
originally developed for emergency psychiatry acute care assessment, but 
nonetheless illustrates the double-edged nature of  cognitive support—
directing attention to one aspect of  a case may lead to the neglect of  
another.  

3. SIRSi-Web 

We are currently evaluating the results of  a SIRSi-Web interface 
study on participant reasoning. This differs from the psychiatry study in 
several respects. Because of  performance variation across individual 
clinicians, we used a within-subjects design to evaluate performance of  
the same individuals with and without cognitive support. For this, we 
developed two case scenarios based on de-identified patient data from 
MIMIC-II. Cases are of  similar complexity and involve SIRS/sepsis 
patients. Order of  case presentation and case selection varied across 
participants to mitigate for learning and case-specific effects. Twenty 
participants, including residents, fellows and attending physicians were 
recruited. Each interpreted two cases, one with and one without cognitive 
support. Participants were encouraged to think aloud while interpreting 
and navigating available data. Audio recordings and video screen capture 
were made using TURF (Chapter 6). SIRSi-Web includes a granular 
logging system that records and timestamps each mouse-click or mouse-
over event. The latter is particularly informative as mouse-over actions 
can be used to reveal the exact value at a particular point in any of  the 
graphical displays of  laboratory and other results. This makes it possible 
to synchronize high-level thinking revealed in think-aloud data with low-
level observations. Figure 10 shows synchronization of  data from 
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different sources. Intermediate constructs (facets) identified during clinical 
reasoning are labeled "5" and highlighted. Figure 11 shows a higher 
frequency of  constructs during the course of  reasoning using the 
interface for two participants. 

� 

Figure 10. Synchronization of log data and think-aloud data. 
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� 

Figure 11. Higher level reasoning with SIRSi-Web interface (right) than without interface (left) 
for two participants. 

Figures 12 (without CSS) and 13 (with CSS) show stratified counts of  
aggregated think-aloud and log data. Each count represents the number 
of  times a participant moused over, clicked on or spoke about data for 
each of  the data types available in the system. For many data points, 
distribution across participants is even with cognitive support. This is 
most striking for "heart rate" data, where without cognitive support the 
two expert participants (2,6) attended to the data more frequently than 
their non-expert counterparts (3-5). With cognitive support, non-expert 
participants expended more attention on heart rate. The number of  
mentions or accesses approximated the expert participants. Expert 
participants were more consistent across interfaces, suggesting they 
depended more on their own knowledge structures. These, however, are 
preliminary results. It remains to be seen if  these patterns hold across all 
twenty participants. 
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� 

Figure 12. Counts of access to or mention of participant data points for one of two cases, this 
one without cognitive support. Participants #'s 3-5 are residents. Participant #2 is a fellow. 
Participant #6 is an attending physician. 

� 

Figure 13. Counts of access to or mention of participant data points for one of two cases, this 
one with cognitive support. Participants #'s 3-5 are residents. Participant #2 is a fellow. 
Participant #6 is an attending physician. 

FUTURE DIRECTION 
We plan to complete analysis of  SIRSi-Web, believing data will 

enhance our understanding of  the impact of  cognitive support in 
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practice. We also plan to continue exploring options for embedding our 
CSS interface, or aspects of  it, within an active EHR. This will provide 
the means to evaluate the effects of  cognitive support on sepsis-related 
downstream indicators of  healthcare quality, such as time to treatment. 
Demonstrating positive effects will help realize the translational potential 
of  our work.  

IMPLICATIONS 
Our CSS assumes some cognitive burden of  clinical comprehension 

by organizing key clinical information in accordance with expert-derived 
reference models. Based on decades of  research in medical and general 
expertise [381, 404], we drew inspiration from work on training 
personnel in landmine detectors [384]. Staszewski coined the term 
"Cognitive Engineering Based on Expert Skill" (CEBES) for this 
paradigm. Earlier demonstrations of  CEBES effectiveness exist, perhaps 
the most famous being in the domain of  mnemonic expertise [388]. 
Landmine detection also lead to a prototype system to assume cognitive 
work of  expert decision makers [385].  

We developed a CSS prototype and evaluated a psychiatry CSS 
[400] that encode aspects of  knowledge structures underlying expert 
decisions. A system that could assume some of  the cognitive burden of  
expert comprehension relates to the theory of  distributed cognition 
[405], which views cognition as the product of  a distributed system 
involving human actors and the external media supporting them in their 
cognitive tasks. Rather than being confined to the mind of  a single 
clinician, clinical comprehension can be viewed as a distributed process 
involving, for example, a human reader and a textual display. 
Comprehension involves the construction of  a mental representation of  a 
clinical case influenced by the structured knowledge stored in the mind 
of  the clinician [390, 406]. By organizing information presented in 
accordance with a simulation of  expert knowledge structure, a CSS can 
redistribute part of  the expert comprehension cognitive work from man 
to machine. Our research confirms this is possible. Our baseline studies 
of  information from MICUs confirm some current electronic systems do 
not support the organization of  clinical information in accordance with 
higher-level knowledge structures [370]. Our studies of  cognitive support 
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effects in psychiatry [403] and SIRS/sepsis reveal numerous examples of  
reorganization effects on diagnostic reasoning.  

In the case of  the psychiatric CSS, participants were able to navigate 
through the summary to investigate diagnostic hypotheses and review 
information organized thematically. This appears to have improved their 
ability to attend to clinically-relevant elements, including evidence that 
suggested the patient might be harmful to themselves or others. 
Preliminary findings from our studies of  the SIRSi-Web interface suggest 
the same participants may generate more facet-level (i.e., intermediate 
construct based) pre-diagnostic hypotheses than when exploring patient 
data using an approximation of  a conventional interface. However, 
redirection of  attention may come at the expense of  neglecting aspects of  
the case not highlighted by the system. For example, users of  the 
psychiatry CSS generally paid less heed to psychosocial aspects. Ideally, 
the design of  CSS interfaces should be based on a robust canonical 
model of  the decision task at hand. Any attempt to support decision 
making through intelligent organization of  clinical data is arguably an 
advance over organizing this information arbitrarily. 

This project resulted in a number of  software and design products, 
including a sepsis user interface, a flexible CSS system architecture, and 
prototype front end interfaces. The SIRSi backend and web interface are 
available under an open source license with desirable research features, 
such as: 1) the ability to replace the sepsis knowledge model with another 
model of  interest, 2) the ability to switch between a knowledge-driven 
and default presentation of  the same clinical case, and 3) a granular 
logging system to capture user attention foci. Note that none of  these 
features are necessary to incorporate cognitive support into existing 
systems. It is sufficient merely to replicate the organization obtained 
through application of  the decision model. Many contemporary EHRs 
are sufficiently configurable to accommodate restructuring to some 
degree. Our clinical collaborators are currently engaged in reconfiguring 
vendor system to include aspects of  our decision model for sepsis. 
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Afterword
We began describing how an EHR could go wrong if  design and 

implementation does not consider usability, workflow and cognitive 
support. Now let's consider a brighter scenario. Imagine a patient arrives 
at his physician's office for a visit.  

!  

A camera in the waiting room… 

!  
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… uses facial recognition to identify the patient 

!  

… and instantly checks him in. His records are automatically 
retrieved for confirmation. Updated information can be directly entered 
by the patient using a tablet at the desk. 

!  

As the patient walks into an exam room, sensors embedded in the 
floor measure his weight. Cameras mounted on the wall measure the 

~ Page !  ~344



patient's height and body temperature. All of  this information is 
automatically transmitted to his EHR.  

!  

Upon entering the exam room, sensors in the door handle take the 
patient's heart rate and blood pressure, and then update his medical 
record.  

!  

The physician enters the exam room where the patient's EHR has 
automatically been called up on a large touch screen. The physician uses 
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speech recognition to capture his exam notes and orders directly into the 
EHR system.  

!  

The physician discusses treatment options with the patient and 
reconciles his medications. The system automatically checks for drug 
interactions. The physician then e-prescribes an order to the patient's 
pharmacy.  

!  
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Patient education information is automatically displayed. After a 
discussion between the physician and patient, the information is 
transmitted to the patient through encrypted email.  

!  

The encounter ends with the physician reviewing the patient's chart. 
The physician uses a fingerprint sensor to sign off. 

!  

~ Page !  ~347



The EHR system is nearly invisible to the patient in this scenario. 
The physician takes care of  the patient with his full attention to personal 
details. Efficiency of  the care is increased and patient safety is guarded. 
The patient is also satisfied with the encounter experience. As a result of  
the increased efficiency, safety, and satisfaction, the cost of  care drops—
exactly what electronic health record systems were envisioned to do in the 
first place.  

We are not there yet, but we are absolutely on the way…  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SHARPC Products

SHARPC research teams have developed several resources to help 

assess and improve EHR Usability. These include: 

Clinical Summarization App and Knowledge Bases 
Increased amounts of  data contained in electronic health records 

(EHRs) have led to inefficiencies for clinicians trying to locate relevant 
patient information. Automated summarization tools that create 
condition-specific data displays rather than current displays organized by 
data type and time have the potential to greatly improve clinician 
efficiency. Methodologies for modeling and summarizing complex 
chronically-ill patients' electronic health records were designed. 
Knowledge bases include: 

•	 MAPLE  

•	 Problem-Medication Linkage 

•	 MedEx  

Health eDecisions XML Editor  
This Editor can create computer-readable healthcare knowledge 

artifacts (in xml format) based on the formal HeD knowledge model. The 
goal is to enable a subject matter expert with little or no programming 
experience to create a knowledge artifact such as a decision rule without 
technical support. 

Inspirational Prototypes 
Demonstration prototypes were produced for several EHR related 

situations that can be problematic in visual display. These include: 

•	 Medication Reconciliation 

•	 Result Management 

~ Page !  ~357



•	 Reducing Wrong Patient Selection 

•	 Discussing Treatment Options with Patients 

•	 Discharge Summary Patterns 

•	 Clinical Summarization and Knowledge Bases 

Increased amounts of  data contained in electronic health records 
(EHRs) have led to inefficiencies for clinicians trying to locate relevant 
patient information. Automated summarization tools that create 
condition-specific data displays rather than current displays organized by 
data type and time have the potential to greatly improve clinician 
efficiency. 

Medication Reconciliation Algorithm 
The reconciliation Algorithm which computes similarity between 

drugs is freely available at https://github.com/jherskovic/MedRec. 

Rapid Usability Assessment Protocol 
To improve our understanding of  the potential for EHR induced 

errors, seven commercial EHR products have been evaluated following 
the Rapid Usability Assessment (RUA) created at SHARPC. Our 
protocol, combining heuristic evaluation and keystroke level models of  
expert use, was used to identify usability problems that occurred during 
the completion of  12 meaningful use-related test procedures (e.g. 
computerized provider order entry for a medication order, updating of  
allergy lists). The identified usability violations were then scored for their 
potential for harm using a severity score and grouped according to test 
procedure. Confidential reports were provided to the participating 
vendors to help improve the usability of  their EHRs. 

Safety-enhanced Design: User testing scenarios 
The 2014 EHR safety-enhanced design requirements for testing and 

reporting of  system usability also exposed need for validated, 
contextually-rich, scenarios for testing. As part of  SHARPC efforts we 
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developed assessment materials and detailed our methods for generating 
these materials as part of  a call for open discussion regarding public 
exchange of  protocols. Our hope is that scenarios used in testing capture 
the needs of  clinical providers, robustly measure the usability of  systems 
and provide a means of  identifying safety risks in existing systems. These 
materials were written to support vendors engaged in usability studies 
and certification procedures. Included are participant instructions, 
moderator guides, standard usability scales and other materials included 
in user testing.  

SIRSI Cognitive Support System 
The SIRSI Cognitive Support System prototype facilitates the 

organization of  clinical data in accordance with decision models derived 
from domain experts. It includes a back-end interface to clinical data 
sources, a knowledge module that can be interchanged depending on the 
decision model of  interest, and iPAD and browser based interfaces 
through which clinical data can be viewed organized in a manner 
conducive to decision making related to the Systemic Inflammatory 
Response Syndrome (SIRS) in an ICU context. 

SYFSA 
Systematic Yet Flexible Systems Analysis (SYFSA) is a framework 

developed by SHARPC for designing and analyzing SYF systems. It is 
based on analyzing a task using three related problem spaces: the 
idealized space, the natural space, and the system space. 

TURF Framework for EHR Usability 
SHARPC developed a framework of  EHR usability, called TURF, to 

unify the concepts and methods around EHR usability. TURF is (1) a 
theory for describing, explaining, and predicting usability differences; (2) 
a method for defining, evaluating, and measuring usability objectively; (3) 
a process for designing built-in good usability; and (4) a guideline for 
developing EHR usability standards. TURF defines usability as how 
useful, usable, and satisfying a system is for the intended users to 
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accomplish goals in the work domain by performing certain sequences of  
tasks. One of  the contributions of  the TURF framework is to show that 
usability can not only be defined scientifically under a coherent, unified 
framework, it can also be measured objectively and systematically. Part of  
the TURF framework has been implemented as a software tool that is 
described in the next section. 

Turf  Software Tool to assess usability of  EHRs 
Many of  the techniques for usability assessments have included pen 

and paper along with stand-alone recordings. To aid in usability 
evaluation as well as testing and design of  electronic health record 
systems, we have developed the Turf software, which is based on the 
TURF framework of  EHR usability. Turf is a software tool designed to 
evaluate, document, and assist in improving EHR usability. 

Usability Design Guidelines 

• Safety-enhanced Design Briefs - To determine whether these products 
were helpful to EHR vendors and to identify any additional vendor 
needs, SHARPC engaged a liaison to interview vendors. Their 
feedback showed that vendors without human factors design experts 
desired short, actionable advice to improve their EHRs in preparation 
for the safety-enhanced design certification. It also revealed an 
inconsistency in how vendors viewed usability or user-centered design, 
with some thinking that it simply meant responding to user feedback. 
Findings suggested that, in addition to short design tips, vendors could 
benefit from pointers to more in-depth material on EHR user interface 
design. To address these needs, we developed a set of  one-page safety-
enhanced design briefs (SEDB) along with a corresponding website for 
dissemination of  the briefs and references to supplementary 
information. 

• General Design Principles and Guidelines - Employing a systematic 
search methodology, SHARPC identified and compiled approximately 
300 design principles from four major guideline documents that are 
significant to safety-enhanced and efficient design of  EHR. These 
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principles fall into 14 heuristic categories in terms of  consistency, 
visibility, match, minimalism, memory, feedback, flexibility, messages, 
errors, closure, undo, language, control and help, illustrated with 
examples of  DOs and/or DON'Ts. With the instruction of  the 
categorized principles and examples, the guidelines should facilitate the 
design and development of  EHR systems toward the objectives of  
meaningful use (MU). 

• Inspired EHRs: Designing for Clinicians eBook - SHARPC co-funded, 
with the California Healthcare Foundation, a clinically inspired, 
generously illustrated, interactive EHR (electronic health record) 
usability design guide targeted at the EHR vendor community, 
incorporating that group into its design and evaluation. Iterative 
feedback came from an expert advisory panel and the target audience. 

For updates to this list, please visit: 

https://sbmi.uth.edu/nccd/research/products/ 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Abbreviations

AHLTA - Armed Forces Health Longitudinal Technology Application 
EHR system used by the US Department of  Defense. 

AMI - Acute myocardial infarction 

ANOVA - Analysis of  variance statistical method 

API - Application Programming Interface 

ARRA - American Recovery and Reinvestment Act 

ATM - Automatic Teller Machine 

BPMN - Business Process Modeling nNotation 

CABG - Coronary Artery Bypass Graft 

CDS - Clinical Decision Support systems 

CEBES - Cognitive engineering based on expert skill 

CEM - Clinical element model 

CMS - Centers for Medicare and Medicaid 

CIF - Common Industry Format 

CIMI - Clinical Information Modeling Initiative 

CPOE - Computerized Provider Order Entry 

CSS - Cognitive Support Systems 

CWA - Cognitive Work Analysis 

DC - Dublin Core 

EDR - Electronic Dental Record 

EHR - Electronic Health Record 

EHRA - Health Information Management Systems Society Electronic 
Health Records Association 

ETTO - Efficiency-Thoroughness Tradeoff  

FDA - Food and Drug Administration 
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FHIR - Fast Healthcare Interoperability Resources 

FSM - Finite State Machine 

HeD - Health eDecisions 

HIMSS - Health Information and Management System Society 

HIE - Health Information Exchange 

HIT - Health Information Technology 

HITECH - The Health Information Technology for Economic and 
Clinical Health (HITECH) Act of  2009. 

HPI - History of  Present Illness 

HL7 - Health Level 7 

ICD-9 - World Health Organization international classification of  
diseases, ninth revision. 

IDE - Integrated Development Environment 

IOM - Institute of  Medicine 

IPT - Integrated Product Team 

ISO - International Standards Organization 

IT - Information Technology 

IVD - Ischemic Vascular Disease 

KA - Knowledge Artifacts 

KE - Knowledge Engineers 

KLM - Keystroke Level Modeling 

LMR - Longitudinal Medical Record 

MATH - Modeling & Analysis Tool suite for Healthcare 

MICU - Medical Intensive Care Unit 

MIMIC-II - Multiparameter Intelligent Monitoring in Intensive Care II 
database. 

MOOC - Massive Open Online Course 
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MSTART - Multi-Step Task Analyzing, Reporting and Tracking 

MVC - Model View Controller 

OMG - Object Management Group 

ONC - Office of  National Coordinator for Health Information 
Technology 

OWL2-DL - Web Ontology Language version 2 

NCCD - National Center for Cognitive Informatics and Decision 
Making in Healthcare 

NDF-RT - National Drug File Reference Terminology 

NIST - National Institute of  Standards and Technology 

NLM - National Library of  Medicine 

NLP - Natural Language Processing 

PCP - Primary Care Provider 

PMI - Present Medical Illness 

PRR - Production Rule Representation OMG standard 

RAP - Rapid Assessment Process 

RDF - Resource Description Framework 

RUA - Rapid Usability Assessment 

SED - Safety-enhanced Design 

SEDB - Safety-Enhanced Design Briefs 

SHARP - Office of  National Coordinator for Health Information 
Technology Strategic Health IT Advanced Research Program 

SHARPC - Office of  National Coordinator for Health Information 
Technology's Strategic Health IT Advanced Research Program focused 
on patient-centered cognitive support. 

SIRS - Systemic Inflammatory Response Syndrome 

SMART - Harvard University SHARP project: substitutable medical 
apps reusable technologies platform 
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SME - Subject Matter Expert 

SNOMED-CT - Systematized Nomenclature of  Medicine Clinical 
Terms 

SSF - Setting-Specific Factors 

SUS - System Usability Scale 

SYF - Systematic Yet Flexible 

SYFSA - Systematic Yet Flexible Systems Analysis 

TURF - Task, User, Representation, and Function: a unified framework 
of  EHR usability. 

UCD - User-Centered Design 

UI - User Interface 

UML - Unified Modeling Language 

UX - User Experience 

W3C - World Wide Web Consortium 

WDO - Work Domain Ontology 

WPF - Windows Presentation Foundation 

VSAC - Value Set Authority Center 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